ABSTRACT
Since many years, 3D interactive systems have demonstrated some benefits in reproducing adequately the reality, in improving it, and even in augmenting it by providing the user with unprecedented actions. 3D User Interfaces are becoming the primary subject of interest of a growing community of researchers and developers adopting different approaches for specifying and creating 3DUIs. Providing development methods and software support for 3DUIs is a complex problem. In this paper, we argue that developing 3DUIs for Information Systems is an activity that would benefit from the application of a model-driven development methodology composed of: a set of models defined according to an ontology, a language that expresses these models, and a structured method manipulating these models.
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INTRODUCTION
In HCI, a Graphical User Interface (GUI) is often understood as a User Interface (UI) that involves graphical widgets that are displayed as planar regions in $xy$ planes according to their abscissa and ordinates. As such, they are considered as two-dimensional UIs (2DUIs). Many desktop environments support overlapping of widgets, pseudo-relief effects (such as shadows) and depth effects, thus raising the level up to two-dimensional and half user interfaces (2D½UIs). In contrast, three-dimensional user interfaces (3DUIs) involve graphical widgets that are rendered as volumes in $xyz$ spaces according to their 3D coordinates. 2DUIs, as well as 3DUIs, could be used to support the user to achieve a 2D or a 3D interactive task. A 2D task in nature, e.g., navigating on a map, can be supported by a 2DUI and does not necessarily require a 3DUI. A 3D task in nature, e.g., controlling a satellite in space, can be supported by both 2DUI and 3DUI, but not with the same quality. Table 1 categorizes UI types according to two axes: the nature of the task (2D vs. 3D) and the associated front-end (2D vs. 3D). For instance, navigating on a map, a 2D task in nature, can be rendered as a GUI on a 2D desktop, but also as a flat object in a 3D environment, although this is not particularly interesting. Organising tasks in windows, a 2D task in nature, is typically achieved in a 2DUI, but also benefit from a 3DUI (Figure 1). Controlling a satellite in space, a 3D task in nature, would really benefit from a 3DUI, although it could be projected into 2D planes as a GUI in 2D. In most situations, 3DUIs have shown some benefits with respect to 2DUIs, but also some shortcomings. 3DUIs are not automatically superior or inferior to 2DUIs. Moreover, some transitions may become desirable from 2D to 3D and vice versa in order to ensure appropriate representation of a change of context and reasons exist why maintaining 2D contents in 3D [10].

Table 1. Nature of the task and its front-end.

<table>
<thead>
<tr>
<th>Nature of the task</th>
<th>Front-end</th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>2DUI, such as a GUI</td>
<td>GUI in 2D</td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>GUI in 3D</td>
<td>3DUI</td>
<td></td>
</tr>
</tbody>
</table>

Some reasons to care about 3DUIs are the following: some users, not all, prefer the use of 3DUIs [6] although they are helpful for specific tasks, but not all [40]; human perceptual mechanisms to analyze the world into structures of 3D primitives are better compared to 2D representations [5]; human visual bandwidth is much larger in 3DUIs than in 2DUIs [39]; users tend to remember better objects shapes and location in 3DUIs than in 2DUIs [38]; companies venturing into virtual worlds virtual worlds, such as IBM for hosting virtual meetings, has been rewarded with an increment in collaboration [28].

Thus, 3DUIs are becoming the primary subject of interest of a growing community of researchers and developers [3,27] adopting different approaches for specifying and creating 3DUIs. Providing development methods and software support for 3DUIs is a complex problem. Researchers are at a stage where they are developing new interaction...
techniques, gestures and metaphors for 3DUIs [33]. Most research and development is focusing on technological issues, as reported in a survey of major publications on 3DUIs [43]. The research is mainly focusing on how to overcome hardware and software issues [11]. Little or no attention is devoted to the design knowledge that should drive the development life cycle of 3DUIs.

In this paper we argue that developing 3DUIs for Information Systems is an activity that would benefit from the application of a development method which is typically composed of: (1) a set of models defined according to an ontology, (2) a language that expresses these models, and (3) a principle-based approach manipulating these models based on principles.

STATE OF THE ART

3DUIs can be the result of different development approaches: programmatic, toolkit based, method.

In the programmatic approach, the 3DUI is obtained by directly coding in its target computer language, e.g., C++. The programmatic approach is frequently preferred for applications where performance is a priority such as in games. Most games are written in C++ although, some may use C to try to get even more speed (at the cost of not having built in Object Oriented support). There are also some other application programming interface (API) that can be used in most common programming languages, for instance, Google O3D, Microsoft XNA.

A 3DUI can be also coded as a XML-based language, examples are: X3D, VRXML [7,9]. Programming and maintaining 3DUIs without any method could be not as simple as it gives no guarantee for regularity. There are no evaluation criteria to consider unless the final result is achieved. The tendency is on the “rush to code” approach without any structure favours a “trial and error” method.

A toolkit approach allows a straightforward implementation of a final interface once modelled in a tool. Using a predefined set of objects that help developers in their programming task, the toolkit approach offers the best solution to draw 3DUIs elements with an immediate feedback. A lot of toolkits exists for 3D modelling, open source (Google SketchUp, Vivaty Studio), and commercial (Autodesk, Anark). While they are very similar in their basic capabilities, there are some differences more related to the interoperability with other technologies. For instance Autodesk Maya or 3ds Max can import 2D diagrams from AutoCAD and making the process of creating 3D content very simple. A toolkit is always useful and it was for us for designing our 3D objects. However does not provide design knowledge for developing 3DUIs.

The methodological approach relies on the step-wise frameworks for developing 3DUIs. There is a plethora of methods VR-Wise [35], CoGenIDE [9], InTML [13], Contigra [8], Tres-D [31], Desktop 3DUIs [25,26,42], Participative [34], Task analysis [14,37] to develop 3DUIs, we might have skipped some significant work in this area but we are not trying to be exhaustive but just reviewed some significant exiting work. Although these different methods share some similarities on their steps, several conceptual dissimilarities differentiate them.

Consequently, it is challenging to transfer one abstraction from one method to another in order to have one consistent framework supporting the development lifecycle of 3DUIs. They decompose the software life cycle into steps and sub-steps, but these methods rarely provide the design knowledge that should be typically used for achieving each step. Most approaches cover aspects such as task modelling, dialog modelling and implementation aspects. While some knowledge in explicit of existing method most of the time it is hard to find the abstracted models, the transformational approach along with its rules.

To identify shortcomings on existing work, a series of comparative analyses were conducted using the three axes recommended in [1]: descriptive part: a common ground is needed to describe every piece of work (for this purpose we use the Cameleon reference framework); comparative part: a set of criteria were defined to compare the different works that we described using a common syntax (next paragraph describe such criteria); generative part: new work emerges from the comparative analysis as a result of the identification of limitations or potentiality of the literature review (the proposed methodology is the result of this process).

The properties analyzed in the comparison were: models manipulated by the toolkit, all of them compliant with UsiXML models with the following notation: Di = dialog, AUI=abstract presentation, CUI=concrete user interface, FUI = Final User Interface, U = user, C = context. Along with this models to support a transformational approach then a series of inter model transformation is needed. When such transformational approach exists then it is explicitly denoted using the following notation: (A, ..., B) indicates that A, ..., B are grouped models that are done at the same
level; \( A \iff B \) indicates that \( A \) derivates \( B \) and \( B \) is reengineered from \( A \); \( A \rightarrow B \) indicates that \( A \) derivates \( B \); \( A \Rightarrow B \) indicates that model \( A \) concepts could be manually linked to model \( B \) concepts and that \( B \) can be manually reengineered to \( A \); \( A \Rightarrow B \) indicates that model \( A \) concepts could be manually linked to model concepts \( B \). This means that the rules and the models exist but not a tool to support the automatic transformation.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Models</th>
<th>Inter Model Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR-Wise</td>
<td>CUI</td>
<td>CUI \rightarrow FUI</td>
</tr>
<tr>
<td>CoGenIVE</td>
<td>T, Di, CUI</td>
<td>(T, Di, CUI) \iff FUI</td>
</tr>
<tr>
<td>InTML</td>
<td>Di, CUI</td>
<td>T \iff (Di, CUI), (Di, CUI) \reff FUI</td>
</tr>
<tr>
<td>Contigra</td>
<td>CUI, Di</td>
<td>(CUI, Di) \rightarrow FUI</td>
</tr>
<tr>
<td>Tres-D</td>
<td>T, U, C, Di, Do</td>
<td>T \iff (CUI, Do) \rightarrow (CUI, Do) \iff FUI</td>
</tr>
<tr>
<td>Desktop</td>
<td>T, CUI, Di</td>
<td>T \iff CUI, CUI \iff FUI</td>
</tr>
<tr>
<td>3DUIs</td>
<td>T, CUI, Di</td>
<td>T \iff CUI, CUI \iff FUI</td>
</tr>
<tr>
<td>Participative</td>
<td>T, CUI, Di</td>
<td>T \iff CUI, CUI \iff FUI</td>
</tr>
<tr>
<td>Task analysis</td>
<td>T, CUI, Di</td>
<td>T \iff CUI, CUI \iff FUI</td>
</tr>
</tbody>
</table>

Table 8 Comparison of Model-Based methodologies

3D USER INTERFACES FOR INFORMATION SYSTEMS

Similarly to a 2DUl, a 3DUI can be decomposed into two parts: the presentation part (also called front-end) and the semantic core part (also called back-end) equipped with the semantic functions, the system data storage, and the communication layer. 3DUIs are often associated to various 3D systems, such as those in virtual reality, mixed reality, augmented reality, and 3D desktop environments [29]. We focus of the 3DUIs we propose is Information systems (IS) for desktop-based systems. An IS for an organization is a construction made up of four blocks [2]: (1) data, a partial representation of facts that interest the organization; (2) processes, that represent means to acquire, search, store, present, and convey information; (3) organizational rules, governing the implementation of informational treatments; and (4) human & Technical Resources, required for the functioning of IS.

An IS supports management tasks according two axes [2]: functioning level, which ranges from operational, decisional to strategic; and the structure level, which ranges from structured to informal. We primarily consider management tasks that are operational and structured activities typically corresponding to administrative tasks, which are defined to deal with routine activities [2]. In this scenario, a context of use is assumed to be quasi-constant: the physical environment is assumed to be an office setup; the user has known skills required conducting these administrative tasks, and a desktop computer is considered as the main computing platform. Therefore, we consider that 3DUIs that correspond to other tasks than such administrative tasks are beyond the scope of this thesis, as well as contexts of use that significantly depart from this assumption. For instance, a mobile traveler could conduct administrative tasks, but the resulting context no longer satisfies our assumption. And so do 3D games, volumetric displays, Organic UIs.

For administrative tasks supported by IS several interaction styles are candidates [45]: form filling, multi-windowing, direct manipulation, iconic interaction, graphic interaction, multimedia interaction, and 3DUIs. 3DUIs were chosen as a potential interaction style for IS since this option is underexplored. IS examples that are not covered by the present work includes: non interactive contents (e.g., a surgery room), information visualization (e.g., 3D statistics), and custom 3D contents (e.g., a stadium).

MODEL-BASED DEVELOPMENT OF 3DUIs

Models

In this section we define concepts related to 3DUIs, i.e., the representation of 3D widgets, their characteristics, and how from a user task we can derive the 3DUI. These models were incorporated to UsiXML to support:

- 3D Rendering of 2D User Interfaces. The UsiXML model that considers 2D GUI was specialized to consider the attributes specific for their 3D rendering. The extension specialize the Concrete Interaction Objects (CIOs) by adding extra attributes to define their size (height, width) and position (top, left) when it applies.

- 3DUIs A second approach involves a true 3D presentation of the 3DUI. By true representation is meant going beyond an imitation of their 2D GUI counterpart. In that scenario it was not enough to rely on the existing model as concepts such as appearance, texture, shape, and behaviour were needed.

- Hapgets Haptically enhanced 3D widgets [23,24].

We create the 3DUI model that includes concepts to express haptic interaction and different representations for 3D UIs depicted in Figure 2.

Language

In order to be fully-MDA compliant, this works need a User Interface Description Language (UIDL). Some environments may includes models, and a transformational approach but do not have a genuine modeling language behind. It is not just because there is a XML language that a genuine modeling language may exist [46]. A genuine UIDL must be strongly defined based on a trilogy (semantics, syntax, stylistics), this is the case of UsiXML. A review of the literature of existing UIDLs was conducted in [15] to justify the selection of UsiXML as UIDL for our work.
Regarding the UIDL trilogy we briefly comment that: the semantics are expressed as Meta-Models using the UML class diagram notation; the syntax is abstract expressed as XML Schemas and concrete expressed as an XML file; finally, the stylistics are the graphical representation used to represent the different artifacts involved in the methodology.

Software Tools

The set of software tools required to support the development of 3DUIs includes: model editors to assist the designer in constructing the models; design critics providing a designer with quality assessment facilities, models capturing explicit properties of the artefact are an ideal representation to perform evaluation; implementation tools translate a specification into a representation that can be used by a compiler, an interpreter or an interface builder; and transformation tools provide support to the designer to edit, store and execute model transformation rules.

Finding the right tool is a trade-off between six main criteria [41]: partial support of the tool not supporting the whole development process, learning time, building time, communication with other subsystems, extensibility and modularity. Supporting the evolution and the reuse of software remains a challenge. Although, it is hard to keep a valance we select the software to be used based on extensibility and modularity.

The software modules that support the methodology are:

- IdealXML [32]. Task, domain and AUI models are designed sing this tool. The semantics and models is from UsiXML. The notation of the task model is based on the stylistics from CTT [35] while its operators on the semantics of LOTOS operators. The domain model uses as stylistics UML class diagrams. The AUI uses an innovative expression for gathering abstract concepts related to the AUI model. Transformations from task and AUI model are supported.

- Usability Adviser [44]. Usability guidelines were introduced for each development step. Usability guidelines can be evaluated automatically using the Usability Adviser this software determines the usability of any UI specified in UsiXML.

- 3D Modelling was possible by relying on non-commercial tool: Alice (www.alice.org), Blender (www.blender.org), VUIToolkit [31] and Vivaty (http://developer.vivaty.com/).

- Software Support for Transformations. An analysis was reported for the transformation engines [18] used to support the transformational approach of our methodology.

- Haptic support was tested via the haptic browser, which was reported in [23,24].
The goal is not to come up with yet another Software Development Method but to reuse existing work and structure it accordingly. The result is a method that structures the development life cycle of a 3DUI of an IS in a principle-based way. The method follows an exploratory approach as its goal is to show a variety of possibilities to encourage design. It is said that is structured as it is based on a structured Framework, the Cameleon Framework [4]. Second, a set of instruments (evaluation guidelines [19,21], task patterns [21], canonical task types [20], rules for model to model transformations [17,18]) guide the use of the method then making it principle-based. The method (Figure 3) includes an evaluation of each development step, which can be performed manually or automatically. In order to provide another possibility to evaluate a 3DUI, our method could be an option to cope with the budget problem that rises when costly user experiments including experts are needed [Bowm02]. We rely on principles expressed as guidelines for modelling the task and abstract user interface (AUI) model. They are applied manually and refine the models. At the concrete user interface (CUI) model direct evaluation over the code is performed by evaluating rules and conventions or recommendations. The refined model is then used for the code generation. The next subsections details the development steps. Due to space reasons the following case study will not include haptic interaction in the final result.

Step 1: Task and Domain Modeling

In order to provide some means to designers for task modelling we propose [21]: 1) to reuse existing successful solutions existing as task patterns and 2) to follow a set of guidelines that might lead to a consistent task model that later can be object of transformations.

The 3D Universal interaction tasks patterns described in [3] are expressed in UsiXML task model notation. It is not the scope of this paper to go beyond this description since most issues related to pattern-based design is extensively addressed in the literature. Even that the use of pattern-based development life-cycle is contradictory to model-driven engineering, as patterns are poorly structured or in many different ways. There has been some works [15] showing the potential of modelling patterns for task models and to reuse successful solutions. This could be easily extended into more detailed pattern Markup languages such as PLML (Pattern Language Markup Language).

Guideline based evaluation of task modelling is based on principles reflecting broad knowledge about task modelling coming from the literature. For instance, promote the use of systematic mechanism for the selection of task attributes, such as the task types [20].

**Task Model Case Study**

In this example we refer to a simple navigation task in a virtual office, with two interactive objects: an interactive table and an interactive screen. The user can interact with a table, navigate through the room and interact with a screen. For the navigate room, the task model uses the identified task pattern travel and Wayfinding. The interaction with big Screen indicates as the user interacts with screen task refers to a turn on/off a screen than renders video or images.
then authors need to add inputs with navigation facets in order to guarantee the cube transitions.

**AUI Model Case Study**

The task model of previous section (Figure 4) is reified into the AUI model (Figure 5), using the rules are similar as in the previous example so there is no need to explain the internal process of the tool. What is relevant is to notice, that even that we put in the task model the make decision task for wayfinding, at the CUI model this kind of task do not appear, as they are not part of the UI.

**Figure 5. Partial Abstract User Interface Model of the Virtual Office.**

**Step 3: Concrete User Interface Modeling**

Abstract Interaction Objects (AIOs) can be selected based on the facet of the Abstract individual component (AIC), the action type and action item of the task [20]. Unfortunately, it is not enough while the action type and action item combined with the facet to properly select the AIO. An example can be used to clarify this situation. Assuming that the UI action type corresponds to a select of a collection of elements, then, several are the potential AIOs that can be used such as: combo box, radio button group, text fields. The problem became then on deciding the appropriate AIO depending on the context of use, the type of value to be selected, and the domain. For that purpose, UsiXML meta-models can be used. Our aim is on the use of them and to provide guidelines on the proper selection of AIOs. How to differentiate 2D and 3D tasks working on 2D or/and 3D objects? Another question is related to the final code. What is the appropriate representation of 3DUIs? Should the 2D desktop metaphor still be used or are there alternative visualizations or metaphors. Several attempts go towards defining a new toolkit of 3D objects which are natively appropriate to 3D applications. Again, this represents an advantage to have a predefined collection of such 3D-widgets, but then the interaction is reduced by what they offer natively.

The primary problem to solve at this level of abstraction consists in determining which mapping rules can be defined in order to transform an AUI into one or several CUIs. The selection has been largely reported [17, 19,21,22]. The second, not less important, issue is regarding the selection of AIOs. For that purpose we build a taxonomy of 3DUIs. The taxonomy can be of some help in making that decision [3] as a design space of potential representations of the AIO. During a second phase, selecting 3D presentations based on the questions and answers method as we did for the hapgets [23,24].

The problem is not just a matter of 3DUI representation, but also the selection of the appropriate representation. The possible mappings and guidelines to support the correct transfer from task model to 3DUI widgets are also relevant. Because it is not enough just to use any arbitrarily selected widget, for instance, a combo box for selecting a value instead of a radio button group. The selection of a simple value can be mapped to a radio button group or a list box, the difference relies on the number of possible values to select. This characteristic could be part of the design in UsiXML [30].

**CUI Model Case Study**

The third step implies a transformational system that is composed of necessary rules for realizing the transition from AUI to CUIs. We won’t consider in this example the attachment of objects to any surface, we just create a direct mapping, for each component and then in the high level editor each component is put in the corresponding shape. This sub-step involves the highest number of rules of all transformation sets as the different combinations of facet types, data types, cardinalities, are numerous. Figure 6 provides the subset of rules applied in this case study. The designer can choose among the different alternatives provided by the rules. We illustrate in Figure 7 how the taxonomy can be used for proper selection of the representation of the widget. The meaning of the symbols are: the darkest solid line (+++) means strongly supported, dark solid line (+) means supported, solid line (~) means neutral, dash lines (-) means denied and dot lines (..) means strongly denied.

**Figure 6. Correspondence between AIOs and CIOs.**
Figure 7. Questions and answer criteria to select a toggle button.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
<th>Score</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switch</td>
<td>--</td>
<td>1</td>
<td>2D-3D Consistency</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>2</td>
<td>Easy to develop</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>3</td>
<td>Unobtainable</td>
</tr>
<tr>
<td></td>
<td>~</td>
<td>4</td>
<td>Unobtainable</td>
</tr>
<tr>
<td>Sphere</td>
<td>~</td>
<td>5</td>
<td>2D-3D Consistency</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>6</td>
<td>Easy to develop</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>7</td>
<td>Unobtainable</td>
</tr>
<tr>
<td></td>
<td>~</td>
<td>8</td>
<td>Unobtainable</td>
</tr>
<tr>
<td>2D represen-</td>
<td>tation</td>
<td>9</td>
<td>2D-3D Consistency</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>10</td>
<td>Easy to develop</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>11</td>
<td>Unobtainable</td>
</tr>
<tr>
<td></td>
<td>~</td>
<td>12</td>
<td>Unobtainable</td>
</tr>
<tr>
<td>Haptic</td>
<td>+</td>
<td>13</td>
<td>2D-3D Consistency</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>14</td>
<td>Easy to develop</td>
</tr>
<tr>
<td></td>
<td>~</td>
<td>15</td>
<td>Unobtainable</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>16</td>
<td>Unobtainable</td>
</tr>
</tbody>
</table>

Figure 8. Graphical representation for a toggle button.

In this particular example the decision was towards the use of a more 2D related representation, see options in Figure 8. The resulting specifications are obtained by realizing the above transformational development sub-steps. Figure 9, present a mock-up of the graphical UI corresponding to the CUI model.

Step 4: Final User Interface

The resulting CUI 3DUI can be encoded in a software tool, such as: Vivaty studio, Blender. The idea is not to start from scratch your models, this can be done but it is preferable to have a direct mapping in the tools and reuse existing work. Of course authors might produce their own objects if needed. The target languages in which we rely to concretize 3DUIs are: Java3D, VRML, X3D. The final rendering can be evaluated using any usability evaluation method. We are not aware of any system that performs usability evaluation directly on the code of a 3DUI (e.g., on VRML), although this could be a future avenue for automated evaluation. This is because at this stage, it is very complicated to analyze the code in a meaningful way. This is why we propose the use of automatic evaluation over the CUI model where semantics expressing the 3DUI can be object of evaluation [21]. For the final rendering guidelines can be followed before generating the code. We rely on existing knowledge on guidelines and some proposed such as those related to the hapgets [24].

Figure 9. Mock-up of the Control Screen and Interacting table.

Figure 10. Virtual office with an interactive table.

Figure 11. Top View of the virtual table.

FUI Rendering of the Case Study

The screenshot of Figure 10 shows the virtual office. Notice that the office follows the guideline “Virtual objects should be similar as much as the real objects” [25]. The Big screen, Figure 11 shows the interactive table composed of four control screens. The navigation task is controlled by the Cortona player plug-in, which support the navigation with the mouse and keyboard, as input devices, the user just decide where to go.

EVALUATION

Several cases studies have been developed around this methodology for different domain of application. Their goal was to serve as a proof of the concept of the different
principles introduced in the methodology, and to prove the feasibility of method through a set of case studies. The first case study [17] was devoted to the development of an opinion polling system, a reasonably scaled example of a typical information system. A second case study [19,21] is dedicated to the development of an administrative application for a management school. Even that the problem complexity was moderate it has been chosen to illustrate the design diversity that offers 3DUI. A third case study [22] was devoted to the development of a flight navigation system for an aircraft. The complexity of this system is high but is more related to the algorithms that compute aircraft behaviour during the flight, while all this already exist. We conduct an in depth study to provide a MDA to the development of the Navigation Display UI and namely using a 3DUI instead the 2DUI. Finally, the fourth case study [23,24] was dedicated to the rendering of web site in the haptic web browser.

CONCLUSION

The development methodology relies on three main axes: models, method and language. The contribution to UsiXML models is summarized: more than 200 attributes, 90 classes, 100 relationships were added to the UsiXML models that corresponds mainly to aspects for 3DUIs and some more to task modelling concepts. A sanity check of the resulting models was made to consolidate them. The method aspects adhere to the MDE paradigm. Models and transformations are explicitly defined and used, around 85 transformations rules (25 old, 15 adapted, 45 new). The method relies on the Cameleon reference framework then is said that is structured. It just provides means for forward engineering. A set of principles decomposed in: guidelines for the different development steps for evaluating the resulting models, task models relying on patterns and a canonical list of task type. All these principles promote systematicity when modelling 3DUIs.

The development steps reinforce existing knowledge on 3DUI development methods at different levels. In terms of transformational explicitness, abstraction layers independent of the modality of interaction. We provide some means to identify the diversity of concretizations of the 3DUI (i.e. its representation) for a task. 3DUIs are not intended for everybody. For the increasing number of users interested by 3DUIs, organizations need to be present in virtual online applications. For those users who are not interested by 3DUIs, our method benefits from using UsiXML and its MDA approach introduced in this paper that supports multi-path development, i.e., one source, many targets, an important benefit. These targets vary in computer platforms (e.g., mobile phone, desktop), programming languages (e.g., Java, Html). The goal of this work was not to prove that the method is better than another, neither the usability of the 3DUI produced. The goal was to define a method to develop 3DUI in a principle way as opposed to an opportunistic way. Therefore, the appropriateness of this method in this paper is for sure the major piece of work to investigate in the near future.
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