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ABSTRACT
Aircraft cockpit system design is an activity with several challenges, particularly when new technologies break with previous user experience. This is the case with the design of the advanced human machine interface (AHMI), used for controlling the Advanced Flight Management System (AFMS), which has been developed by the German Aerospace Center (DLR). Studying this new User Interface (UI) requires a structured approach to evaluate and validate AHMI designs. In this paper, we introduce a model-based development process for AHMI development, based on our research in the EU’s 7th framework project “Human”.

Categories and Subject Descriptors
D2.2 [Software Engineering]: Design Tools and Techniques – Modules and interfaces; user interfaces. D2.m [Software Engineering]: Miscellaneous – Rapid Prototyping; reusable software. H.1.2 [Information Systems]: Models and Principles – User/Machine Systems. H5.2 [Information interfaces and presentation]: User Interfaces – Prototyping; user-centered design; user interface management systems (UIMS).

Keywords
User Interface, Advanced Human Machine Interface, Model-Based User Interface Development, Cockpit design, User-Centered Design.

INTRODUCTION
The AFMS is a piece of software that helps pilots to manage their flight in terms of trajectory production (e.g. generate trajectories out of a constraint list). The AFMS can be handled via a new system called Advanced Human Machine Interface (AHMI) [15]. The interaction between the pilot and the AHMI is through the different User Interfaces (UIs) that composed the AHMI, which is composed of traditional control objects (buttons, spin button, menu) and non-traditional controls (compass rose, aircraft). The transformation of the existing character-based UI for the AFMS (bottom left in Figure 6) into a graphical User Interface (UI) (bottom center in Figure 6) encounters new challenges for the development process (analysis, design, implementation, evaluation) and their future usage. At least for two reasons: evaluation of this UI is costly (in terms of assets and their availability) and the design must be rigorous.

Due to its complexity and criticality in terms of safety, the AHMI development requires an interdisciplinary approach and a profound theoretical background, facilitating the design of usable AHMI systems. Our main focus is on the UI aspects, as for modeling the behavior we could rely on any of the related work described in the state of the art.

Formally model the UI for the AHMI offer several advantages for the development process in order to support aspects such as: modifiability (If there is a change in a UI model then the AHMI changes accordingly and vice versa); complexity (as the AHMI is part of a command and control system, it may represent a huge quantity of code); the UI design and construction tools must provide ways to address this complexity as well as the reliability [3]. Also, the development life cycle of the AHMI must involve the same level of rigor that is typically used in software engineering (SE) methods [5], to allow reasoning about the models.

Because from models describing the AHMI some reasoning is possible, such as: to predict pilot’s behavior; simulate error production; models can be processed and studied by devoted systems; analysis of the different effects produced in the AHMI by modifying properties of the components, for instance, changing background color, fonts of labels, in order to investigate different AHMI configurations before implementing the final system.

In this paper we claim that AHMI design is an activity that would benefit from a Relying on a model-based UI development (MBUID) approach offer, in principle, the opportunity to test different renderings of the UI, such as: 3D rendering (bottom right in Figure 6). This chameleonic capacity of the UI in the MBUID context permits us to test different configurations (modalities, layout, interaction objects) of the AHMI without changing the source code just the models. We test second modality of interaction, the Three-dimensional UI (3DUI). Such rendering will allow
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us to explore the impact of representing physical aspects like a button pressed depicting the engage mode activated.

The reminder of this paper includes the review of the state of the art in the next section. Followed by, the description of the proposed methodology. Next, the methodology is exemplified through a case study. Finally, the conclusions and future directions of this research are presented.

STATE OF THE ART

Formal methods have been used in aviation for different purposes. Interactive Cooperative Objects (ICO)s [16], has been used to model: air traffic workstations, civil aircraft cockpit and military aircraft cockpit. ICO’s is a formal approach for user interaction reconfiguration of safety critical interactive systems, addressing problems were pilots are confronted with several display units. This work addresses usability issues (improving the ways in which operators can reach their goals while interacting with the system) by increasing the reliability of the system using diverse configuration both for input and output devices. The interest is also on modeling behavior of the system and nothing about the UI in particular. Even that they work on multiple displays, they are assumed to be simple as there is a limited use of widgets for those displays, so no particular attention is paid to the different UI configurations.

A formal model of pilot-automation interaction and the characteristics of the UI are described in [17]. This work compared the effects and benefits of visual cues (labels, prompts, messages) to support mission tasks. Similar to previous works, the set of widgets here is limited and no attention was paid to the UI to be designed.

The ARINC standard [1] defines protocols to communicate the dialogue and the functional core of cockpit display system. This standard also considers the presentation level, i.e., a set of widgets that can be used in any display unit in the cockpit. The set of widgets corresponds to the classical list of WIMP but no design guidelines is included as part of the standard. Every user of the standard is free to use it as its own convenience. This has been identified as an issue by [2]: "the ARINC does not provide any method to design UIs". Even more, in [16] a limitation of the standard is emphasized: "the ARINC is not used for primary cockpit applications, such as Primary Flight Display and Navigation Display. It only deals with secondary applications involved in the management of the flight such as the ones allocated to the Multiple Control Display Unit".

Several work on formal methods has been reported. However there is always a focus on the dynamic aspects of the systems and their interrelation with the aircraft but limited or none attention has been paid to the UI. This was reinforced by the fact that the UI used were not complex at all and were more use to show information rather than to interact with the system. The introduction of the AHMI falls into a new category that has not been considered in the related work. Moreover, the design knowledge to support the design of highly interactive systems, such as the AHMI, is not possible based on current methods, they just rely on a very limited set of classical WIMP interfaces [4]. In the next section we propose a methodology for developing AHMI systems and described some of its benefits.

MODEL-BASED AHMI DEVELOPMENT

In the context of Model-Based Development of Interactive Systems, there is a global consensus about the components of a User Interface (UI) development methodology [21] which are: a series of models, a language, an approach and a suite of software engineering tools. The proposed method is compliant with the structured CAMELEON reference framework [7]. Largely used in the literature for UI development, the CAMELEON reference framework adheres to the Model Driven Architecture (MDA) that has been applied widely to address the development of complex systems, Figure 6. The next subsections details how these components are defined and contextualized in a structured framework that is detailed in the next section along with the case study.

Models

A formal underpinning for describing models in a set of meta-models facilitates meaningful integration and transformation among models, and is the basis for automation through software. Models are represented as a UML class diagram that then can be specified using the Usable Interface eXtensible Markup Language (UsiXML) [10]. The Concrete User Interface Model (CUI) allows both the specification of the presentation and the behavior of an AHMI with elements that can be perceived by the users [11]. The CUI model is an abstraction of AHMI elements some of which are independent of programming toolkit. The AHMI includes objects in the UI that are different from those found in traditional toolkits, such as: maps, aircrafts, airports, trajectories, navigation aids.

Different tools require a standard for consistency in the information they exchange. Transferring knowledge, building interfaces between agents (humans or artifacts) is a crucial task for future applications in aeronautics. Focus must be on the exchange of knowledge across applications and document format boundaries; “a common pool of knowledge is needed where everybody may share and retrieve knowledge” [16]. As models can easily grow over time, it is known that scalability of the approaches to deal with real-life and real size applications can often confront difficulties, due to the size and the number of models that are constructed and managed [3]. In summary, a well-structured model can be incremented better.

Language

A language facilitates communication between the different software modules that are used during the development process of the AHMI. To express models a User Interface Description Language (UIDL) is needed. In this research we selected USIXML [10], among other reasons, because it is open that means everybody can have access to it for no cost. Also, in order to introduce an extension in other
UIDL language, a long process must be followed, that is not necessarily successful. UsiXML follows a language engineering approach as it considers: the syntax, semantics and stylistics of the language [21]. The semantics are expressed as UML class diagrams that correspond to metamodels of the models of the AHMI. The models defined in the previous section are transformed in a UsiXML specification, which considers XML Schemas (abstract syntax) for the definition of valid XML. Finally the stylistics is the visual syntax mainly used to depict almost all the models defined in the ontology; there is a graphical representation for them. There is a complete review of UIDLs that can be used instead of UsiXML that can be found in [8].

Method
A systematic method is recommended to drive the development life cycle to guarantee some form of quality of the resulting software system. We will describe the method with the development of the navigation display (ND) of the AHMI.

Step 1: AHMI Task Model
There are more than fifty direct actions that can be manipulated on the AHMI. As there is no significant difference on what it corresponds to UI objects and layout. We will restrict to one task, although, the rest of the UI can be generated by analogy. The task that we will focus is the generation of a new trajectory in the air (Figure 1). To generate a trajectory in the air, the user has to select a waypoint on the constraint list to which the aircraft shall fly directly and at which it shall intercept the constraint list. The AHMI automatically suggests a suitable waypoint that is written in a field above the DIRTO button, whenever the mouse pointer is moved over that button. By pressing on the field above the DIRTO button, the user accepts the suggestion (trigger suitable waypoint). After clicking on the waypoint or the field with the suggested waypoint’s name, a trajectory leading from the current position to the intercept point and from there on along the constraint list is generated (system tasks of the subtre create arbitrary trajectory). While the constraint list is shown as a blue line, the trajectory is shown now as a green dotted line.

To select another waypoint, the user simply has to click first on the DIRTO button (create waypoint) and then move the mouse onto the waypoint on the constraint list he wishes to select. The waypoint’s name is then marked in yellow and written on the DIRTO button (select arbitrary waypoint). Special attention must be take to the calculate trajectory feedback as more than once a WP can be selected then if one WP was selected a trajectory is proposed but if another WP is selected the previous trajectory is deleted and the new proposed trajectory is drawn. After the trajectory has been generated, it can be negotiated with ATC simply by moving the mouse over the SEND TO ATC menu. A priority could be chosen during the negotiation process with ATC (select negotiation type).

After selecting the negotiation type the system show the feedback from ATC about the trajectory. Thereafter, even if the negotiation has failed, a click on ENGAGE! (trigger trajectory engage) activates the AFMS guidance, which generates aircraft control commands to guide the aircraft along the generated trajectory. The trajectory is then displayed as a solid green line (show trajectory). If the trajectory is approved by ATC and engaged, i.e. the AFMS guides the aircraft along that trajectory, the dark grey background of the trajectory changes to a bright grey one. One relevant aspect of relying on task models revealed a usability problem on the existing system. The current version of the AHMI allows pilots to trigger any of the three actions (select, negotiate and engage trajectory) without forcing a logical sequence of the tasks. Interaction objects are enabled even that they should not be. The task model structure and task model relationships assures, at some point, to consider the logical sequence of actions as constraints for the further concretization of the tasks.

Step 2: AHMI Abstract User Interface
Defining the AHMI as an Abstract User Interface (AUI) model provides design means to further evaluate different modalities of interaction for the AHMI. For instance, the physical device used as FMS is different from the AHMI but their abstract interfaces have some similarities and access the same tasks. We did not investigate further this level of abstraction as the interest was on modeling the graphical representation of the AHMI.

Step 3: AHMI Concrete User Interface Modeling
The Concrete User Interface (CUI) refers to the modeling of the solution independent on the platform or the implementation language but we know the modality of interaction, graphical. In Figure 2 the ND layout mock-up is shown. At the upper edge are the buttons that control the view mode, e.g. lateral or vertical view. At the left edge are the buttons that control the display mode, e.g. the range of the map or what kind of information is shown on the map. The buttons that control the generation and negotiation of a trajectory are at the lower edge of the display. The buttons at the right edge and in the upper right corner of the display are used for creating and editing constraint lists. Additionally, there is a “cancel”-button in the lower left corner of the display with a yellow cross on it and an “accept”-button in the lower right corner with a green check mark on it. The AHMI user interface actions were analyzed in detail to determine relevant interactions, from the cognitive architecture point of view, with the AHMI. The behavior formalization refers to the way to express the functional part. The behavior is the description of an event-response mechanism that results in a system state change. The specification of behavior may be decomposed into three types of elements: an event, a condition, and an action (ECA rules).
The ECA rules are expressed as tables (Figure 5). The condition (including system states) are expressions if the format if then else. The action is method calls in the body of the algorithm. The event is always a mouse click. Due to the large number of actions an example is used to illustrate this process. To select a priority during the downlink of trajectory it can be negotiated with the air traffic controller (ATC) simply by selecting the type trajectory on the SEND TO ATC menu.

A priority could be chosen during the negotiation process with ATC. There are five priorities: Normal, Emergency, Technical, Weather, and Scheduling/Traffic. For this example just the schedule behavior modeling is presented, the others can be generated by analogy, as they keep the same structure. A method call occurs when an action is triggered by the event click with a mouse on the menu Item negotiating schedule trajectory. There is no particular condition to be evaluated.

More than fifty system behaviors have been modeled for the SAHMI that will be used in the simulation environment.

**Step 4: Final User Interface**

So far, the example has illustrated the different steps but no constraint has been discussed related to the concretization of the model. Evidently for this particular example, our first step was to abstract the real system functionality and representation (2D). A possible final rendering of the AHMI in 3D (Figure 3) right now is just about the presentation. Although, it is out of the scope of this work further investigation will be conducted to evaluate the impact of this representation. Trying to address questions such as: the navigation compass rose would have an impact or not while being in 3D? A 3D rendering of the different views (vertical or lateral) are preferred by pilots?
BENEFITS FROM RELYING ON A MODEL-BASED DEVELOPMENT

Integrating evaluation in the loop of the design of the AHMI imply the use of pilots and a simulator. Different methods exist for evaluating a UI which mainly are divided in two categories: qualitative and quantitative approaches. Crew preferences and all kind of subjective data are gathered using different means, for instance questionnaires. There is always the need for crew members to provide feedback on the UI. Unfortunately, pilots are assets that are hard to find, so include them in the loop for constant UI evaluation is not feasible [17].

In a simulation environment where pilots are substitute by cognitive models [12,13], and a physical simulation platform by a virtual simulation environment, automatic evaluation of the UI can be done by including a UI evaluation layer to the simulation environment [8]. A repository with UsiXML formalism describing the AHMI is used. The UI is complemented with dynamic (state of a button during the interaction, color of the label) and static (UI layout, position of objects) data accessed via the simulation system. The Cognitive Architecture (CA) is used to simulate pilots’ interaction with the AHMI. More details on the CA or the experiments are out of the scope of this paper, they can be found in [12,13]. Simulated pilots actions over the UI are passed as messages that are processed. This data from the simulation system must be transformed to be compatible with UsiXML format. This data is store as a log File history.

A UsiXML specification can be changed for another. This is illustrated in Figure 4 in A) a set of toggle buttons are used to show/hide objects on the navigation map. In B) this buttons are replaced by a series of checkboxes. From this example it can be identified that the visual obstruction of the toggle buttons is reduced by their replacement of a checkboxes group. The UI could be composed of different version of the UI to perform the same task. Before implementing all different version, some test can be performed to analyze the UI. Selecting the appropriate interaction object is based on guidelines proposed in [6].

Evaluation of the User Interface is vital for the success of an application. Also, we have used the semantics of the AHMI formalized with UsiXML to evaluate the UI against guidelines [8]. Special attention was paid to those guidelines for standard certification and quality assurance and to express them in the Guideline Definition Language (GDL) [20], a XML-compliant language that is directly linked to UsiXML. Three aspects of the UI can be evaluated: usability accordingly to guidelines, workload and expected execution time. Guidelines evaluation can be automatically performed with the Usability Adviser [19]. The idea is that an evaluation layer over Symbolic AHMI (SAHMI) keeps a trace of the evolution of the UI during the interaction with the cognitive architecture. Such evaluation can be automatically evaluated with the Usability Adviser [19], a tool to determine the ergonomics characteristics of a UI when it is coded in UsiXML. This tool evaluates ergonomic rules to determine workload, visual obstruction, among other features.

Figure 4 Selection of interaction objects

This software expresses usability guidelines as logical grammars. For example, a usability guideline that selects appropriate color combinations for the label on a slider, is described as follows: if (SliderColor(i,white) ∧ LabelColor (i,yellow)).

The AHMI must not differ from a traditional UI. The traditional set of widgets must be used for the AHMI UI as much as possible by imitating their behavior and graphical representation. This is needed as future pilots would be used to the computer interaction, thus, cockpit display systems should at least be consistent with systems of our daily life [17]. Even more important, traditional UI usability guidelines such as those listed in the ISO 9126 standard can be used to evaluate elements of the AHMI UI. There are some which have been corroborated in the avionics domain, for instance, messages should follow always the nomenclature: first letter in capital and the rest in lower case [17]. There are some other that refers to
specific AHMI display systems such as the consistency in the roll index in the compass rose [18].

CONCLUSIONS
The AHMI is a new innovative system that introduces new challenges for the development of cockpit systems. Development steps including design and evaluation, among others, are normally limited addressed when it refers to the UI. Design knowledge is normally hidden and evaluation is mostly focused on the system functionality rather than of the usability of the system. In this paper we propose to rely on a model-driven approach for the development of AHMI that, among other advantages, can be coupled in a simulation environment. Modeling the SAHMI showed to be an option for UI evaluation. The model of the UI, as described in the paper, can be modified in order to test different UI configurations. Traditional measurements can be assessed like UI workload, color combination. Finally, the modality of interaction of the UI can be object of evaluation. While in this paper we showed how the original 2D rendering can be equally rendered in 3D. A future plan is to automatically generate the AHMI from its model and to submit it to run-time analysis. For the moment, only automated guideline review in perform through the UsabilityAdvisor. Theoretically, workload [5,14] and task execution time [10] can be evaluated manually on the UI based on some parameters assigned to the visible elements of the UI. We will work on this extension to the automatic evaluation tool as a future work.
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<table>
<thead>
<tr>
<th>Task</th>
<th>Event</th>
<th>Condition</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negotiate Normal Trajectory</td>
<td>Click_on menuitem_NormalNegotiation</td>
<td>negotiating_trajectory==trajectory_status==trajectory_Selected</td>
<td>negotiate_trajectory_with_ATC (ConstraintList.WP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>change_Obect_BackgroundColor (menuitem_NormalNegotiation,blue)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>showMessage(FeedbackFromATC)</td>
</tr>
<tr>
<td>Negotiate Schedule Trajectory</td>
<td>Click_on menuitem_SchedulingNegotiation</td>
<td>negotiating_trajectory==trajectory_status==trajectory_Selected</td>
<td>negotiate_trajectory_with_ATC (ConstraintList.WP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>change_Obect_BackgroundColor (menuitem_SchedulingNegotiation,blue)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>showMessage(FeedbackFromATC)</td>
</tr>
<tr>
<td>Negotiate Weather Trajectory</td>
<td>Click_on menuitem_WeatherNegotiation</td>
<td>negotiating_trajectory==trajectory_status==trajectory_Selected</td>
<td>negotiate_trajectory_with_ATC (ConstraintList.WP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>change_Obect_BackgroundColor (menuitem_WeatherNegotiation,blue)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>showMessage(FeedbackFromATC)</td>
</tr>
<tr>
<td>Negotiate Technical Trajectory</td>
<td>Click_on menuitem_TechnicalNegotiation</td>
<td>negotiating_trajectory==trajectory_status==trajectory_Selected</td>
<td>negotiate_trajectory_with_ATC (ConstraintList.WP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>change_Obect_BackgroundColor (menuitem_TechnicalNegotiation,blue)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>showMessage(FeedbackFromATC)</td>
</tr>
<tr>
<td>Negotiate Emergency Trajectory</td>
<td>Click_on menuitem_EmergencyNegotiation</td>
<td>negotiating_trajectory==trajectory_status==trajectory_Selected</td>
<td>negotiate_trajectory_with_ATC (ConstraintList.WP)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>change_Obect_BackgroundColor (menuitem_EmergencyNegotiation,blue)</td>
</tr>
</tbody>
</table>

Figure 5. Excerpt of the list of UI actions identified for the AHMI: Generating trajectory
Figure 6. Model-Based Development steps of the AHMI