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Abstract 

There are currently automatic evaluation tools the purpose of which is to imple-
ment the knowledge gained by ergonomics experts, with a view to enabling non-
experts and particularly user interface designers themselves to carry out this evalua-
tion. Capturing the description of the User Interface to evaluate automatically this 
interface is one of the main objectives of these automatic evaluation tools. The 
question that comes to mind is knowing the limits of these tools and just how far 
evaluation computerisation can go. This article presents a study whose aim is to 
precise the qualitative and quantitative aspects of those limits. 
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Introduction 
Current software development methods tend increasingly to take the user into ac-
count very early on by integrating, from the design phase on, ergonomic guidelines 
aimed at ensuring easy use and functional adequation. Indeed, most development 
tools and UIMS implement a certain number of these guidelines. However, this 
number remains limited and the tools are rather permissive. 

Furthermore, although guides exist which bring together these recommendations, 
there are many of them and they are complex for developers to implement. Conse-
quently, a posterior ergonomic testing is still necessary to confirm the ergonomic 
quality of interfaces produced. 

There are currently automatic evaluation tools the purpose of which is to imple-
ment the knowledge gained by ergonomics experts, with a view to enabling non-
experts and particularly computer scientists themselves to carry out this evaluation. 
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The question that comes to mind is knowing the limits of these tools and just how 
far evaluation computerisation can go. Indeed, the principle of these tools rests on 
the comparison between observed values, i.e. the description of the interface, and 
reference values contained in the ergonomic guidelines. An automatic evaluation 
tool must therefore be able to obtain the description of the interface without the 
help of a human operator. 

This article presents a study aimed at defining, from rules implemented in the ER-
GOVAL [Barthet94] an ergonomic evaluation aid tool, those rules that it is possible 
to computerise, and those that cannot be computerised, because they require in-
formation that can only be described by a human operator. 

1 The Problem 

Evaluation as offered by automatic evaluation tools falls within the framework of 
analytical methods and is based on formal interface quality models [Senach90]. 

The principle behind analytical methods is the interlinking of a standard set of at-
tributes of the object under evaluation using a measurement scale which integrates 
reference values. 

Formal interface quality models seek to identify measurable qualities characterising 
the requirements that a user-friendly interface must satisfy (consistency, readabil-
ity,...). They elaborate abstract representations of the object under evaluation that 
make it possible to predict user performances. These models are less interested in 
what the subject has to do with the device to achieve his task, than in the actual 
structure of the interface being used. 

In contrast with empirical evaluation with testing it out on end users, analytic 
evaluation is based on HCI models and on ergonomic criteria and recommenda-
tions. 

In the life cycle of a software program, this evaluation can be done very early on, 
from the specification phase. It relies on a structured knowledge base implemented 
in an expert system. The evaluation method is represented in figure 1. 

Work carried out within the framework of the ERGOVAL design, in particular the 
production of a breadboard model to validate the knowledge base, have under-
scored the importance and complexity of the interaction between the tool user and 
the knowledge base. Indeed, with this model, many items of information (values of 
the attributes of graphical objects and contexts where rules come into force) have 
to be described by the user for evaluation of the interface ; this description is very 
cumbersome for the user. 

Before coming to a precise definition of the modes of tool/user interaction, it 
therefore seems important to reduce the amount of information to be described by 
the user. 
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This is why the study presented in this article has centred on the computerisation 
of the description of the interface and more precisely, the "Specify" action in the 
evaluation process. In the rest of the article, we will use the term "computerise" in 
this precise meaning. 
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Figure 1. Diagram of the evaluation method 

2 Automatic Evaluation Tools 

The computerisation of the interface description has been envisaged in a variety of 
ways in different automatic evaluation tools: KRI/AG (Knowledge-based Review 
of user Interfaces) [Löwgren92], SYNOP [Kolski91], CHIMES (Computer Human 
Interaction Models) [Jiang92]. The use of these three tools requires at least two of 
the three following principles: 

• a specific format for interface description files; 
• the interface developed in the MOTIF environment; 
• restricting oneself to presentation aspects. 

Concerning this study, the automatic evaluation aims to be applied to any specific 
software or software package developed in the Windows environment, regardless 
of the development tool used. Moreover, the considered ergonomic rules are not 
strictly limited to the presentation aspects. 
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In view of this aim, the problem with automatic retrieval of the interface descrip-
tion is more complex than for the three tools. Indeed, unlike tools that have re-
stricted their evaluation to a particular file format (KRI/AG, SYNOP, CHIMES), and 
perhaps even to a development tool (SYNOP), ERGOVAL has to be capable of re-
covering the interface description for any software written under Windows. 

In contrast with the MOTIF environment, each Windows development tool uses a 
specific format for its source files. Recovering data from these files means that 
ERGOVAL must be capable of decoding every type of Windows source file in exis-
tence, and not just for the tools quoted here. In addition, when evaluating a soft-
ware package, the source files are not available, which means that the evaluation 
can only be carried out from one of the application's run files. 

Finally, unlike the three tools mentioned, ERGOVAL includes in its knowledge base 
rules on the semantic and pragmatic levels that require information which a priori 
does not appear in the interface description files. In this way, whereas the method 
followed in designing the KRI/AG tool involved integrating computational rules 
only, the method followed for ERGOVAL is a completely different one. The aim of 
ERGOVAL has been to achieve as exhaustive an evaluation as possible, which in-
volved integrating into the tool a large number of ergonomic rules that were repre-
sentative of ergonomic knowledge as regards interfaces. The next step of the ER-
GOVAL design then involved seeking as far as possible to computerise this evalua-
tion, in such a way as to avoid it becoming too unwieldy to use in proportion to the 
tool's value in terms of software design. 

Technical requirements for utilisation of ERGOVAL and the scope of its field of 
application mean that problems posed by automatic retrieval of interface descrip-
tions cannot be solved as easily as for the tools described. Before we even start 
searching for the specific technical means of recovering data on the interface, we 
may ask ourselves just how far such computerisation is going to be possible, and 
with regard to the set of ergonomic rules, what can we hope to evaluate with no 
user intervention. 

The study presented below determines in the case of ERGOVAL the very lowest 
automatic evaluation level that it is possible to provide and in what conditions such 
a level of automation can be improved. 

3 The Limits of Automatic Evaluation 
The ergonomic recommendations integrated in the knowledge base come from lit-
erature [Smith86, Scapin93, Vanderdonckt94e]. These recommendations were se-
lected in function of two principal criteria: 
• a good level of accuracy; 
• taking into account, in as representative a way as possible, the various elements 

involved in ergonomic expertise, namely : the diversity of objects involved ; 
lexical, syntactic, pragmatic, semantics levels ; and ergonomic design principles. 
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Moreover, the knowledge base was structured by organising the graphic objects: 
these objects are grouped into classes of objects all concerned by the same set of 
recommendations. 

These recommendations are, for the most part, in a style guide written for Post Of-
fice designers : the graphic interface design guide MICE/D [MICE93]. As regards 
the pragmatic level, only those guidelines that did not require in-depth analysis of 
the task were incorporated. 

The capability of computerising the recovery of information required to check the 
rules was not a decisive criterion in the first instance ; it should be remembered 
that the prime objective was rather evaluation quality. 

The purpose of the survey shown hereinafter is to specify the automation limits of 
these ergonomic rules, whatever the automation methods implemented in a tool 
are. 

In order to do this, the first step of this survey is to determine the minimum limit 
of the automation, i.e., the percentage of rules that can be easily automated.  

It is considered that a rule can be easily automated, when all the information re-
quired to verify it is included in the source files. 

These source files must include the interface description as data and not code, so 
that the automation can still be considered ‘easy’. Example : « Any dialogue box or 
window should have a title ». This rule can easily automated, since any dialogue 
boxes or windows as well as their title appear in the source files. This rule is there-
fore easy to verify. 

After this, rules are classified into two classes: rules that can be automated with 
source files and rules that can not be automated with source files. 

The second step is to determine the maximum limit of the automation, i.e. the per-
centage of ergonomic rules that can be automated, even if the methods to be im-
plemented for retrieving the information required for running these rules, are 
complex.  

It is considered that a rule can be automated, whatever the implemented methods 
are, when all of the information required to verify it, can be found in the system. 
Example : « Any non-accessible action must be greyed ». At a « t » moment, it is 
virtually possible to know all of the actions that can not be accessed. It also possi-
ble to know whether the object of this action is greyed or not. All of the informa-
tion is in the system, therefore the rule can be automated. 

After this, rules are classified into two classes: Rules that require information 
automatically retrievable whatever the implemented methods are, and rules that re-
quire information not automatically retrievable whatever the implemented methods 
are. 

In order to determine why certain rules can not be automated, it is necessary to 
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separate each of these classes in two sub-classes: Rules that require information re-
lated to items included in the application and rules that require information related 
to items not included in the application. For both classes, rules are also classified 
based on the type of information required for running them. A summary of these 
various classifications is shown in figure 2. 
 Ergonomic rules used 

Rules inherently 
respected  

i

Rules that can be automated 
with source files 

Rules that can not be 
automated with source files

Rules that can not be automated. 
Information not automatically 
retrievable whatever the 
implemented methods are 

Rules that can be automated. 
Information automatically 
retrievable whatever the 
implemented methods are 

Information related to 
items included in the 
application 

Information related to 
items not included in 
the application 

Information of the 
semantic type 

Information of the 
pragmatic type 

Information of the 
« semantics of the 
text » type 

Information of the 
« semantics of the 
object » type 

 
Figure 2. Classification of ergonomic rules. 

3.1 Minimal Automatic Evaluation 

For software programs developed under Windows, it is sometimes possible to re-
cover information about the interface in text format from "rc" resource files. Such 
information is mainly to do with the static description of the interface and is very 
simple to recover by means of tools such as the [Borland91]. 

Ergonomic rules integrated into ERGOVAL have been analysed in such a way as to 
count the percentage of rules that are concerned by the automatic recovery of data 
from these resource files. 

For all ergonomic rules contained in the ERGOVAL rule base, rules have been 
placed in the following categories: 

• rules directly obeyed by construction, knowing that this figure may vary de-
pending on the development tool used to design the interface. For the purposes 



 Automatic Ergonomic Evaluation: What are the Limits? 165 

of this study, it has been taken as read that the development tool used was the 
Resource Workshop; 

• rules requiring automatically recoverable information because they are 
contained in the resource files; 

• rules requiring not automatically recoverable information because it does 
not appear in the resource files. 

The rules were also divided into two main categories, rules that focus on static in-
terface presentation and those that focus on interface or system behaviour (dy-
namic presentation, data flow,...). The purpose of this division was to check that 
most of the information contained in the resource files does indeed concern static 
interface presentation, but also to determine whether the recovery of resource files 
is sufficient to evaluate static interface presentation as a whole. Table 1 shows how 
the rules are distributed for the above two categories in function of the aforemen-
tioned classes. 

 Rules /presentation Rules 
/behaviour 

Total 

Rules inherently respected (1) 28 64 93 (22.9%) 
Rules that can be automated with 
source files (2) 

82 2 84 (20.6%) 

Rules that can not be automated with 
source files (3) 

161 69 230 (56.5%) 

Total 271 135 406 

Table 1. Summary chart of the computerisation of ergonomic rules from resource files 

Examples of class (1) rules: 

• as regards static presentation: "Labels for push buttons must be centred"; 
• as regards behaviour: "In a menu bar, a drop-down menu, a cascading menu, 

and a system menu, the cursor must run automatically from the last option to 
the first". 

Examples of class (2) rules: 

• as regards static presentation: "All boxes and windows must have a title"; 
• as regards behaviour: "All boxes and windows must be movable". 

Examples of class (3) rules: 

• as regards static presentation: "For any input field, if there are any acceptable 
values, such values must be displayed"; 

• as regards behaviour: "If the system's response time is of between two and five 
seconds, a wait pointer must be displayed". 

Thus, it emerges from this table that the majority of recoverable rules at resource 
file level are indeed rules of static presentation: 82 out of 84. On the other hand, 
recoverable information in these files is not sufficient to evaluate static presenta-
tion as a whole, for whilst this recovery ensures the checking of 82 static presenta-
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tion rules, it does not do so for 161 others. These files do not therefore provide a 
precise enough description of the interface to ensure that a fair percentage of ergo-
nomic rules governing the static presentation of the interface are checked. 

Lastly, if we consider the 22.9% of rules that are obeyed automatically and the 
20.6% of rules that can be executed automatically on the basis of data from re-
source files, this leaves 56.5% of rules that cannot be evaluated on the basis of the 
content of these files. If we are to be able to claim to have a valid automatic 
method of evaluation, it seems we have to reduce this percentage of outstanding 
rules and therefore achieve automatic retrieval of further data on the interface. 

The following paragraph presents an analysis of information that does not figure in 
resource files and that is required for the execution of these remaining rules. 

The aim of this analysis is to define: 

• whether it is possible to increase the number of executable rules through auto-
matic retrieval of the data required to run them; 

• what the limits are to the computerisation of an evaluation process based on er-
gonomic rules by determining the number of rules dependent on data that is 
not automatically recoverable. 

3.2 Maximum Automatic Evaluation 

The aim is to determine the percentage of ergonomic rules that it will be possible 
to evaluate automatically, whatever the technical resources used, as opposed to an 
« easy » automation. 

The rules considered are the 230 rules (56,5 %) that can not be automated with 
source files. One distinction can be established depending on whether the rules: 

• require information that focuses on elements that are in the application. 

For example, for the rule "If there are acceptable values within the system, then 
they must be displayed", the information "there are acceptable values within the 
system" refers to the element "acceptable value", which is within the application, 
and to be more precise in its functional core. 

• require information on elements that are not contained in the applica-
tion. 

For example, for the rule "When a selection is displayed by default by the applica-
tion, this selection must be relevant for the user", the information "this selection is 
relevant for the user" refers to the element "relevance for the user", which is not 
contained in the application. 

As regards the former category of rules, it is clear that if an element does not exist 
in the application, no information that needs to be attached to this element can be 
found in it either. Therefore since this information is not contained in the applica-
tion, it cannot be automatically retrieved from it. 
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On the other hand, for the former category of rules, information on these elements 
may be found in the application, but it must be noted that this is not systematic. 

The following table presents the distribution of these rules with respect to the in-
formation source, in order to distinguish between those which are potentially com-
putational and those which, although having a bearing on elements contained in 
the application, can never be automated. 

Rules Information auto-
matically retrievable 

Information not auto-
matically retrievable 

Total 

Elements in the application 140 62 (1)  164 
Elements not in the application 0 66 (2)  66 

Total 140 (60.87%) 90 (39.13%) 230 

Table 2. Summary chart of the grading of rules by source of the information 
required for their verification. 

It should be noted that the sum of (1) and (2) does not correspond to the total 
number of the rules requiring non recoverable information, because 38 rules re-
quire information on elements from both within and outside the application. These 
38 rules are therefore posted twice at the level of Table 2. One example of this type 
of rule : "if there are codes in an input field literal, then these codes must be known 
to the user". The context "if there are codes" is linked to the meaning of the dis-
played text, and the displayed text is « written » in the application. On the other 
hand, the action part "then these codes must be known to the user" relates to the 
user and is not in the application. 

It is therefore potentially possible to recover from the system the data required in 
order to verify 60.87% of rules remaining after utilisation of the resource files, that 
is to say 34,49% of the total number of rules included in the knowledge base. If we 
refer to the Seeheim model [Pfaff85], data to be found within the application is ei-
ther at functional core level or at dialogue controller level, or again at presentation 
component level. Whilst it is relatively easy to recover data contained in the presen-
tation component, on the other hand recovering information contained in the 
functional core or the dialogue controller can prove extremely complex, and all the 
more so in the case of applications developed with different tools.  

As regards the 39.13% of remaining rules (table 2), that is to say 22 % of the total 
number of rules included in the knowledge base, these can only be run if the data is 
supplied to the system by a human operator. 

These results demonstrate that ergonomic rule verification cannot be made totally 
automatic without the intervention of a human operator. 

The following paragraph presents an analysis of the nature of all the data that can-
not be recovered automatically in order to explain why this is so, and to determine 
the type of information and knowledge that will have to be supplied by a human 
operator. 
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3.3 Data that is not Automatically Recoverable 

Qualitative analysis of this data has shown that it is of two kinds: 

• pragmatic, 

For example: for the rule "When the data input, selected or restored consists of 
units of measure, then the unit displayed must be the one commonly used by the 
user". The information "commonly used by the user" is information of the prag-
matic type, one that varies according to the task for which the software is being 
used. 

• semantic. 

For example: for the rule "If a message signals an error, it must contain the cause 
of the error", the information "must contain the cause of the error" is information 
of the semantic type. 

In the case where the necessary information focuses on elements from outside the 
application (cf. preceding paragraph), rule distribution is as follows: 

Semantic 21 
Pragmatic 45 

Total 66 

Table 3. Summary chart indicating the nature of information 
about elements outside the system. 

• An example of a rule requiring semantic information: "If a literal or title con-
tains an abbreviation, such an abbreviation must comply with abbreviation 
norms." 

• An example of a rule requiring pragmatic information: "If a literal or title con-
tains a code, the meaning of this code must be known to the user". 

In the case where the necessary information focuses on elements to be found 
within the application, (cf. previous paragraph), it is interesting to distinguish two 
kinds of information of the semantic type: 

• information linked to the semantics of the text displayed, for example: "if 
there are any codes in a literal"; 

• information linked to the semantics of the graphical objects of the inter-
face, for example: "If there are any acceptable values in the system, are they dis-
played ?". The context corresponds to an item of information that is present 
within the application, but to test if the acceptable values are displayed, we need 
to know the "meaning" of the graphical objects displayed on the screen. 

The rules are distributed as reported in table 4. 



 Automatic Ergonomic Evaluation: What are the Limits? 169 

Semantics of displayed text 39 
Semantics of graphical objects 23 
Total 62 

Table 4. Summary chart of the source of information within the system. 

• An example of a rule requiring information about the semantics of the text dis-
played: "If a text message signals an error, it must contain an explanation of the 
cause of that error". 

• An example of a rule requiring information on the semantics of the graphical 
objects: "A list box literal must be presented above the object that it desig-
nates". In this case, at interface level, there is a text restore field that is located 
"near" the list box, but the system does not know whether or not the purpose 
of this restore field is to label the list box.  

Note that in this second instance, no rule requiring information of a pragmatic na-
ture was found. 

Although the results presented in this paragraph are not unexpected, it is nonethe-
less important to underscore the fact that in addition to the task-linked informa-
tion, any human operator will also have to be able to provide the tool with infor-
mation as to the meaning of objects within the interface. 

Conclusion 

This article attempts to indicate the limits to the computerisation of ergonomic 
rules in a graphic interface evaluation tool, that is to say, just how far it is possible 
to recover automatically the data required to execute ergonomic rules without the 
need for intervention by a human operator. 

In other words, it seemed interesting to define more precisely what such limits in 
terms of quantity and quality involved. 

MIN
44 %

MAX
78 %0 100%

ERGOVAL
knowledge base

 
Figure 2. Limits to computerisation of ergonomic rules 

Knowing that the rules contained in ERGOVAL represent 100%, 44% of these rules 
are automatically verifiable using the resource files. This percentage represents the 
minimum number of rules that can be automated inasmuch as recovering resource 
files is the easiest thing to do. 

Furthermore, the maximum percentage of ergonomic rules that can be incorpo-
rated into a totally automated evaluation is 78%. 
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The effective limit that computerisation of rules is bound to reach falls somewhere 
between these maximum and minimum figures. This limit depends on the aims set 
upon the tool: evaluation benchmarks, cost, modes of operator/tool cooperation. 

Finally, 32% of these rules of necessity require the intervention of a human opera-
tor. 

It appears that the information needing to be described by a human operator is 
mainly of a semantic and pragmatic type. Computerisation will therefore be dealing 
primarily with lexical and syntactic rules. Automatic evaluation remains however a 
useful preliminary to tests with users, because it makes it possible to correct design 
errors that penalise these tests. This is because users are liable to focus their atten-
tion on such errors rather than on the functional adequacy that these evaluations 
are designed to confirm. 

Research work has demonstrated that to be reliable, i.e. to identify 80% of design 
errors, an analytic evaluation must be carried out by 3 experts [Pollier91]. If this re-
sult deserves a more thorough study, it is true that an automatic tool has the advan-
tage of systematising the verification of ergonomic rules for all the graphical ob-
jects. In fact, a greater number of design errors can be identified. 

Moreover, an automatic tool shall help the designer to build the ergonomic rec-
ommendations into his product thought successive self-evaluation. 

In conclusion, to increase the number of rules evaluated, and hence the effective-
ness of the tool itself, requires that a human operator be integrated into the evalua-
tion process. It is therefore necessary to achieve an aid tool capable of both execut-
ing some rules automatically and at the same time cooperating with a human opera-
tor to execute others. 
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