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ABSTRACT 
Nowadays several Computer-Aided Software Engineering envi-

ronments exploit Model-Driven Engineering (MDE) techniques in 

order to generate a single user interface for a given computing 

platform or multi-platform user interfaces for several computing 

platforms simultaneously. Therefore, there is a need to assess the 

usability of those generated user interfaces, either taken in isola-

tion or compared to each other. This paper describes an MDE 

approach that generates multi-platform graphical user interfaces 

(e.g., desktop, web) that will be subject to an exploratory con-

trolled experiment. The usability of user interfaces generated for 

the two mentioned platforms and used on multiple display devices 

(i.e., standard size, large, and small screens) has been examined in 

terms of satisfaction, effectiveness and efficiency. An experiment 

with a factorial design for repeated measures was conducted for 

31 participants, i.e., postgraduate students and professors selected 

by convenience sampling. The data were collected with the help 

of questionnaires and forms and were analyzed using parametric 

and non-parametric tests such as ANOVA with repeated measures 

and Friedman’s test, respectively. Efficiency was significantly 

better in large screens than in small ones as well as in the desktop 

platform rather than in the web platform, with a confidence level 

of 95%. The experiment also suggests that satisfaction tends to be 

better in standard size screens than in small ones. The results sug-

gest that the tested MDE approach should incorporate enhance-

ments in its multi-device/platform user interface generation proc-

ess in order to improve its generated usability.  

Categories and Subject Descriptors 
D.2.2 [Software Engineering]: Software/Program Verification - 

Statistical methods, Validation. Metrics - Performance measures, 

Product metrics. Design Tools and Techniques - Object-oriented 

design methods, User interfaces. H.5.2 [Information Interfaces 

and Presentation]: User Interfaces – Evaluation/methodology, 

Graphical user interfaces (GUI). 

General Terms 
Measurement, Performance, Experimentation, Human Factors. 

Keywords 
Usability evaluation, model-driven engineering, multi-device 

interface, multi-platform interface, interaction with small and 

large screens, satisfaction, effectiveness, efficiency. 

1. INTRODUCTION  
Nowadays, multiple computing platforms (e.g., desktops, laptops, 

palmtops, handhelds) and display devices (e.g., smart phones, 

wall screens) are available on the market and a lot of them are 

massively used. This wider availability of platforms and devices 

does not necessarily imply that the quality of interactive applica-

tions remains the same on these platforms and devices. Different 

factors may be affected by running the same interactive applica-

tion on different platforms/devices: usability [1], portability [21], 

reusability [19], task completion time [16], development time [5], 

screen real estate [6, 16], among others. Therefore, there is a need 

to investigate what variables may positively or negatively influ-

ence the global quality of such user interfaces. This need becomes 

even more crucial when different user interfaces are produced for 

the different platforms/devices while taking into account con-

straints imposed by these platforms/devices (e.g., limited screen 

resolution, restricted widget set, reduced set of interaction capa-

bilities, limited bandwidth). 

Model-Driven Engineering (MDE) could be used to effectively 

develop appropriate multi-platform user interfaces for various 

platforms/devices as used in different User Interface Development 

Environments such as UIML [9], UsiXML [15], TERESA [19], 

JUST-UI [18], and OO-Method [20]. These approaches usually 

comprise high level models that represent interactive tasks in a 

way that is independent from platforms and interaction modalities 

(e.g., character, graphical, vocal), as well as other lower level 

models that add the relevant details about platforms, devices, 

modalities, users, etc. From these models, model-to-model and 

model-to-code transformations could automatically generate the 

final user interfaces for different platforms/devices by applying 

appropriate transformations [6, 19]. However, only some MDE 

approaches (such as OO-Method) have related tools (in this case 

OLIVANOVA, a commercial tool) that exhibit enough automatic 

generation capabilities to become credible [21].  
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When it comes to automatically generating user interfaces for the 

same interactive application but for different computing platforms 

and/or devices, the resulting user interfaces may pose several 

usability problems [1]. Usability is a very important aspect of 

quality [10, 11], especially in the case of interactive applications. 

Therefore, it would be very interesting to know whether or not the 

usability of the resulting interfaces is the same on different plat-

forms and devices. If the usability is better in some situations than 

in others, this information could help software companies that use 

MDE to recognize aspects of user interface models that need to be 

enhanced or to identify required modifications in transformation 

processes. This information is also useful for application users 

since it allows them to choose the best combination of platform 

and device that is available to them in order to interact with a 

software application.  

This paper presents an exploratory usability evaluation that has 

been carried out in an experimental controlled context. The aim of 

the experiment was to compare the usability perceived by users 

when interacting with multi-platform graphical user interfaces 

generated with the OO-Method/OLIVANOVA technology in differ-

ent devices. User interfaces were generated in C# for .NET plat-

form and JavaServer Faces for Java platform. Three different de-

vices were used with small, standard, and large size screens. As 

ISO 9241-11 [10] suggests, usability was measured in terms of 

user satisfaction, effectiveness, and efficiency.  

The remainder of the paper is structured as follows: Section 2 

presents background information about usability, MDE of user 

interfaces, and the OO-Method/OLIVANOVA technology. Section 3 

presents related work in the area of usability evaluations of multi-

device/platform user interfaces. Section 4 presents the experiment 

planning. Section 5 discusses the validity of the experiment and 

acknowledges potential threats. Section 6 presents data analysis 

and interpretation of results. Finally, Section 7 presents conclu-

sions and some future avenues of this work.  

2. BACKGROUND  

2.1 Usability 
There is a series of international standards for usability. These 

standards have been categorised [3] as primarily concerned with: 

1) the quality of the product in use; 2) the quality of the product; 

3) the quality of the process used to develop the product; and 4) 

the capability of an organisation to apply user centred design. 

Since the aim of this work is to compare the usability perceived 

by users when using multi-platform user interfaces in different 

devices, the international standard ISO 9241-11 [10], which is 

categorised in the first mentioned category, has been selected.  

ISO 9241-11 provides guidance on usability and defines it as the 

extent to which a product can be used by specified users to 

achieve specified goals with effectiveness, efficiency and satisfac-

tion in a specified context of use. Furthermore, effectiveness is 

defined as the accuracy and completeness with which users 

achieve specified goals. Efficiency relates to the resources ex-

pended in relation to the accuracy and completeness with which 

users achieve goals. Satisfaction is defined as freedom from dis-

comfort, and positive attitudes towards the use of the product.  

2.2 Model-driven engineering of user inter-

faces 
MDE of user interfaces implies the definition of user interface 

models of high abstraction from which other user interface models 

of lower abstraction are obtained successively through model-to-

model transformations until the source code of the user interface 

is reached through a model-to-code transformation. Model-Driven 

Architecture (MDA) [17] is the best known initiative for MDE. 

OO-Method [20] is a software development method that is MDA-

compliant. It involves models of the future interactive system at 

different levels of abstraction (Computation Independent Model 

or CIM, Platform Independent Model or PIM, and Platform Spe-

cific Model or PSM [17]) and provides a transformation mecha-

nism among them. In the OO-Method development process, a 

Requirements Model that is equivalent to the CIM level of MDA 

is defined. From this Requirements Model, a Conceptual Model 

[20] that is equivalent to the PIM level of MDA is derived. This 

Conceptual Model specifies four system views: 1) the Object 

Model, which specifies the static properties of the interactive 

application by defining the classes and their relationships; 2) the 

Dynamic Model, which controls the application objects by defin-

ing their life cycle and interactions; 3) the Functional Model, 

which describes the semantics of object’s state changes; and 4) the 

Presentation Model, which specifies the user interface. Once the 

Conceptual Model is achieved, it is submitted to model compila-

tion. For different possible target computing platforms (C# or 

ASP running on .NET or .NET 2.0; EJB, JSP, or JavaServer 

Faces running on Java), the source code of a fully functional ap-

plication is automatically generated and structured according to a 

three-tiered architecture: interface, application, and persistence. 

OO-Method is supported by a commercial software suite named 

OLIVANOVA that was developed by CARE Technologies 

(http://www.care-t.com).  

  

Figure 1. The OO-Method Presentation Model decomposition 



In this work, we focus on details about the Presentation Model. 

Figure 1 presents the Presentation Model decomposition [18]. The 

interaction units in the second level represent the main interactive 

operations that can be performed on the domain objects. There are 

four interaction units: 1) the Service Interaction Unit (SIU), which 

allows the modification of objects, their attributes, and relation-

ships; 2) the Population Interaction Unit (PIU), which shows a 

group of similar objects; 3) the Instance Interaction Unit (IIU), 

which shows a single object at a time; and 4) the Master/Detail 

Interaction Unit (MDIU), which shows a hierarchical view of 

relationships among objects. The next level of decomposition, the 

third one, consists of restricting and specifying the behaviour of 

each interaction unit using elementary patterns. For example, if a 

PIU is being specified, then five elementary patterns could be 

attached to it: 1) the Filter pattern filters a set of objects to display 

only the needed ones; 2) the Order Criterion pattern specifies the 

order in which the objects will be shown; 3) the Display Set pat-

tern restricts which attributes of the objects are going to be pre-

sented; 4) the Navigation pattern specifies navigation among ob-

jects; and 5) the Action pattern specifies functions that can be 

triggered from a selected object.  

From the explanation of the OO-Method Presentation Model de-

composition, the SIU and PIU can be considered to be the most 

relevant interaction units of the approach since the MDIU is a 

composition of other interaction units and the IIU is a special case 

of a PIU in which just one object at a time is shown. Therefore, 

the SIU and PIU were selected for this experiment. 

3. RELATED WORK 
Many studies have been done regarding usability evaluation of 

graphical user interfaces. However, most of these works have 

been carried out independently of each other, taking into account 

just one platform and/or device at a time and considering different 

hypotheses, variables, contexts, designs, procedures and tech-

niques for analysis. Therefore, it is very difficult to make com-

parisons among these studies.  

In this work, we attempt to evaluate the usability of graphical user 

interfaces for different platforms and devices but following the 

same experimental design, experimental procedure, and analysis 

techniques in order to be able to compare the usability in the dif-

ferent devices and platforms. Furthermore, we focus on graphical 

user interfaces developed by MDE. To our knowledge, there are 

not many works that consider this comparative perspective. How-

ever, we know that Chesta et al. [5] evaluated a multi-platform 

user interface generated by TERESA [19] according to several crite-

ria: tool interface (intuitiveness, learnability), tool functionalities 

(completeness, developer satisfaction), final product obtained by 

employing the tool (user satisfaction, maintainability and portabil-

ity), and approach cost/effectiveness (development efficiency, 

integrability). Their results suggest that the usage of the MDE 

approach improved some of these metrics compared to a manual 

approach where the user interface is manually produced. Two 

applications (i.e., an electronic desk and an electronic agenda) 

were considered. This preliminary study identified the need for 

further research since mainly qualitative measures were investi-

gated. McKay et al. [16] demonstrated that properly transforming 

a web page taking into account constraints imposed by the target 

platform may significantly influence the resulting usability as 

opposed to a web page without any transformation. Abrahão et al. 

[1] conducted an experimental study testing the usability of user 

interfaces that were automatically produced by MDE techniques, 

but they did not consider multi-device/platform user interfaces.  

4. EXPERIMENT PLANNING1 
Following the template proposed by the Goal/Question/Metric 

method [2], the goal of the experiment presented in this paper can 

be stated as follows:  

Analyze multi-device/platform graphical user interfaces generated 

by MDE for the purpose of evaluating their usability with respect 

to the user satisfaction, effectiveness, and efficiency, from the 

point of view of the researchers and software companies who de-

velop tools for MDE of user interfaces, in the context of computer 

science postgraduate students and professors using user interfaces 

of an interactive application. The application was developed with 

OO-Method/OLIVANOVA. The user interfaces were derived from a 

SIU and a PIU interaction units and were generated for two dif-

ferent platforms (i.e., C# running on .NET and JavaServer Faces 

running on Java) and used in three different devices (i.e., small, 

standard, and large screens).  

4.1 Hypotheses 
The formulated hypotheses are the following:  

Null hypothesis 1, H10: when using interfaces automatically gen-

erated from PIUs, the user satisfaction is the same for different 

platforms and devices.  

Alternative hypothesis 1, H11: when using interfaces automati-

cally generated from PIUs, the user satisfaction is not the same for 

different platforms and devices.  

Null hypothesis 2, H20: when using interfaces automatically gen-

erated from PIUs, the user effectiveness is the same for different 

platforms and devices.  

Null hypothesis 3, H30: when using interfaces automatically gen-

erated from PIUs, the user efficiency is the same for different 

platforms and devices.  

Since we were interested in knowing, on one hand, the usability 

results of user interfaces generated from SIU, and on the other 

hand, the usability results of user interfaces generated from PIU, 

each null hypothesis includes a condition about the used interac-

tion unit. For reasons of space, we have listed here the null hy-

potheses related to PIUs only. There are three more equivalent 

null hypotheses for SIUs. We also explicitly state just the alterna-

tive hypothesis 1, H11. There are two more equivalent alternative 

hypotheses for PIUs, and three for SIUs.  

4.2 Variables 
Response variables. In this experiment, response variables were 

user satisfaction, effectiveness, and efficiency.  

Satisfaction was measured with respect to the user’s perceptions 

of system usefulness, information quality, interface quality, and 

overall satisfaction. Overall satisfaction is an aggregation of the 

three other perceptions. All these measures were derived from 

answers to the Computer System Usability Questionnaire (CSUQ) 

[13], so they are indirect measures. Answers to CSUQ were ex-

pressed using a 7-point Likert scale [14] in which 1 represents the 

best perception score (strongly agree) and 7 represents the worst 

perception score (strongly disagree).  

                                                                 

1 Sections 4, 5, and 6 have been structured according to [22].  



Effectiveness was measured by task completion percentage, which 

represents the percentage at which a task has been correctly car-

ried out. This metric is related to a ratio scale, and it is a direct 

measure.  

Efficiency was measured by task completion percentage in relation 

to the time expended doing a task. This metric is related to a ratio 

scale, and it is an indirect measure.  

Factors. The variables that were intentionally varied during the 

experimentation were: device (small, standard, and large size 

screens); platform (C# running on .NET and JavaServer Faces 

running on Java); and interaction unit (SIU and PIU). All of these 

are related to the nominal scale.  

4.3 Experimental context 
Experimental subjects. The set of experimental subjects was 

selected by convenience sampling, i.e., the nearest convenient 

persons were selected as subjects. Computer science postgraduate 

students and professors from the Universidad Politécnica de Va-

lencia, Spain were invited to participate in the experiment. Par-

ticipation was voluntary and subjects did not receive incentives. 

Thirty-one people participated in the experiment. Participation 

was anonymous (aliases were used instead of names). The sub-

jects did not receive training. A demographic questionnaire was 

applied for the purpose of characterizing subjects according to 

age, gender, study level, and experience with the different devices 

involved and with the use of applications generated with OLI-

VANOVA. All subjects used standard size screens previously to the 

experiment, 42% had experience using large screens, and 39% 

had experience using devices with small screens. Furthermore, 

81% of the subjects had experience in the domain of the applica-

tion used in the experiment, and 42% had experience using appli-

cations generated with OLIVANOVA. However, in this paper, we 

do not analyze if these demographic differences affect the percep-

tion of usability in the different devices and platforms.  

Objects of study. The objects studied were multi-device/platform 

graphical user interfaces generated by MDE. The experiment was 

conducted using an Expenses Report application that allows the 

expenses of the employees of an organization to be managed. The 

Expenses Report application was developed using the OO-

Method/OLIVANOVA technology. Two specific user interfaces of 

the Expenses Report application were selected to be used in the 

experiment. One of them was derived from a SIU of the OO-

Method Presentation Model of the Expenses Report application, 

and the other one was derived from a PIU of the same model. The 

user interface derived from a SIU allows new expense registries to 

be added in the Expenses Report application, while the one de-

rived from a PIU allows the list of expense registries to be dis-

played. The Expenses Report application was generated for two 

platforms: C# running on .NET (desktop platform) and JavaServer 

Faces running on Java (web platform). Therefore, there were four 

user interfaces to be evaluated.  

Also, there were three different set-ups of devices in which the 

user interfaces were evaluated: 1) an ultra-mobile PC (800MHz, 

1GB RAM) with a small touch screen (7’’, resolution: 800x480) 

and stylus; 2) a PC (1GHz, 1GB RAM) connected to a standard 

size screen (19’’, resolution: 1280x1024) with mouse and key-

board; and 3) a PC (1GHz, 1GB RAM) connected to a large 

screen TV (32’’, resolution: 1024x768) with mouse and keyboard. 

The 3 PCs were running Microsoft Windows XP as operating 

system (Tablet PC and Professional editions) and Microsoft .NET 

Framework 2.0 as the platform for the desktop version of the Ex-

penses Report application. The web version of the Expenses Re-

port application was installed in a server with characteristics simi-

lar to those of the three PCs described above. JBoss V4.2 was 

used as application server. The subjects evaluated the web appli-

cation using Internet Explorer V6 or higher. A link to the web 

version of the Expenses Report application as well as more infor-

mation and pictures of the three set-ups of devices and screen-

shots of the user interfaces in the different screen sizes can be 

found at: http://www.pros.upv.es/users/naquino/mdp-usability-

eval/.  

4.4 Experiment design  
The selected experimental design corresponds to a factorial 3x2x2 

design with repeated measures. This design has also been termed 

"blocked subject-object study" [22], as it implies that subjects 

work on more than one object. As Table 1 shows, each subject 

evaluated two user interfaces of the Expenses Report application, 

the one derived from SIU and the one derived from PIU. Each of 

these interfaces were evaluated in their two platform versions (i.e., 

desktop and web) and each of these four combinations were 

evaluated in the three set-ups of devices (i.e., with a small, a stan-

dard, and a large size screen). The order in which subjects tested 

the different combinations was randomized.  

Table 1. Factorial 3x2x2 design with repeated measures 

Device 

Small Standard Large 

Platform Platform Platform 

Desktop Web Desktop Web Desktop Web 

IU IU IU IU IU IU 

S P S P S P S P S P S P 

Subjects 

All All All All All All All All All All All All 

IU = interaction unit; S=SIU; P=PIU 

Twelve different tasks, 6 for PIU and 6 for SIU, were prepared so 

that subjects used a different task for each of the 12 combinations 

of device, platform, and interaction unit. Although the 6 PIU tasks 

were different, they were similar regarding complexity. Also, the 6 

SIU tasks were similar in complexity. The 12 tasks can be found 

at http://www.pros.upv.es/users/naquino/mdp-usability-eval/. The 

assignment of which task to perform in each combination of de-

vice, platform, and interaction unit was done randomly. 

4.5 Experimental procedure 
The empirical study was initiated with a short presentation in 

which general information and instructions were given. Then, a 

demographic questionnaire was applied. Afterwards, following a 

guideline that specified what to do and which objects to use, the 

subjects interacted with 12 user interfaces (3 devices x 2 platforms 

x 2 interaction units), carrying out a different task in each of them. 

For each task, the guideline presented some questions to the sub-

jects. In order to answer these questions, the subjects had to inter-

act with the application. The task completion percentage was 

derived from answers to these questions. These answers were 

corrected and a completion percentage was assigned to each task 

carried out by each subject according to their answers. The guide-

line also requested subjects to write down the time at which they 

started and completed each task, so efficiency was derived using 

these start and completion times. Furthermore, the guideline pre-

sented a CSUQ questionnaire to be filled out after completion of 

each task. Following the indications given by the designers of 



CSUQ [13], the 19 numerical answers of the CSUQ were up-

graded from the Likert scale to the interval scale. Then, the four 

perceptions of satisfaction (system usefulness, information qual-

ity, interface quality, and overall satisfaction) were obtained ap-

plying the rules specified in [13].  

Each subject spent approximately two hours to complete the ex-

periment. Since only one ultra-mobile PC and one TV were avail-

able, the experiment was conducted in groups of at most three 

subjects at a time, on different days. Each subject started with one 

device and when the four evaluations corresponding to the device 

were completed, the subject changed the device with another sub-

ject. The specific day and hour in which each subject carried out 

the experiment was defined according to his/her availability (a 

calendar was previously defined). The applied demographic ques-

tionnaire and the guidelines can be found at: 

http://www.pros.upv.es/users/naquino/mdp-usability-eval/.  

5. VALIDITY EVALUATION: THREATS 
In [22], various types of threats that could affect the results of an 

experiment are listed and explained. This section discusses some 

of these threats focusing on those that could affect the results of 

this experiment. We also comment on the measures that we took 

to avoid or to alleviate these threats.  

5.1 Conclusion validity 
Threats to conclusion validity are concerned with issues that af-

fect the ability to draw the correct conclusion about relations be-

tween the treatment and the outcome of an experiment.  

Reliability of measures. The validity of an experiment is highly 

dependent on the reliability of the measures. In general, objective 

measures are more reliable than subjective measures. In order to 

reduce this threat, we used the CSUQ questionnaire for the sub-

jective satisfaction measure. CSUQ has excellent psychometric 

reliability properties that have been reported in [13]. However, in 

this experiment, the precision of efficiency may have been af-

fected since the task completion time was measured manually by 

users using the computer clock.  

Reliability of the application of treatments to subjects. The 

application of treatments to subjects should be as standard as pos-

sible over different subjects and occasions. This could have been 

affected since evaluations were carried out on different occasions. 

To insure maximum similarity, a standard procedure was designed 

to be equally applied by the experimenter in each occasion. In 

addition, as subjects’ perception could have been affected by or-

der and time of evaluation, the assignment of devices, platforms, 

and tasks was carried out randomly with the purpose of diminish-

ing this threat. 

Random heterogeneity of subjects. If a group is very heteroge-

neous, there is a risk that the variation due to individual differ-

ences is larger than due to the treatment. This might have affected 

the experiment results since the subjects had different levels of 

experience in using the different devices.  

5.2 Internal validity 
Threats to internal validity concern issues that may indicate a 

causal relationship even though there is none. 

Instrumentation. This refers to the effect caused by the instru-

ments used in the experiment. If these are badly designed, the 

experiment is affected negatively. To minimize this threat, all the 

instrumentation as well as all tasks and objects of study where 

pre-validated by two persons. Furthermore, since questionnaires 

and guidelines were provided in paper form, the transcription of 

data into spreadsheets and the statistical analysis tool was double-

checked.  

Maturation. This refers to the effect that subjects react differently 

as time passes. With the purpose of reducing the learning effect 

during the course of the experiment, different tasks, but with simi-

lar complexity, were proposed. In addition, to diminish negative 

effects in the subjects (tiredness or boredom), a five-minutes 

break was given to the participants at each change of device.  

5.3 Construct validity 
Threats to construct validity refer to the extent to which the ex-

periment setting actually reflects the construct under study. 

The experiment was conducted using a representative application 

(Expenses Report), which was implemented by the developers of 

the OLIVANOVA tool themselves, i.e., CARE Technologies. This 

application is used by CARE Technologies in its training courses 

about the tool. Therefore, interfaces were automatically derived 

from conceptual models validated semantic and syntactically by 

the analysts of the CARE Technologies company.  

5.4 External validity 
Threats to external validity concern the ability to generalize ex-

periment results outside the experiment setting.  

Interaction of selection and treatment. This is the effect of not 

having a representative population from which to generalize re-

sults of the experiment. In our case, subjects with different levels 

of experience in using applications generated with OLIVANOVA 

and the different devices participated in the experiment, but all of 

them had a background in computer science. More experiments 

with a greater heterogeneity of subjects are necessary to reconfirm 

the results obtained.  

Interaction of setting and treatment. This is the effect of not 

having representative material. In the experiment, we thoughtfully 

selected a representative application domain. However, more em-

pirical studies with other domains could also be necessary. Re-

garding the selection of the OO-Method/OLIVANOVA approach, 

we consider it to be representative of other MDE approaches for 

the development of user interfaces since it has been patented 

(http://www.faqs.org/patents/app/20080275910) and is currently 

being used in commercial and industrial environments. In any 

case, it will be very interesting to replicate this experiment with 

other MDE approaches for the development of user interfaces. 

6. ANALYSIS AND INTERPRETATION OF 

RESULTS 
Statistical analysis has been carried out using the Statistical Pack-

age for the Social Sciences (SPSS) V16.0, at a confidence level of 

95% (α=0.05).  

This section presents the analysis and interpretation of results 

related to PIU (results related to SIU are not presented because of 

space limitations, but they are available at 

http://www.pros.upv.es/users/naquino/mdp-usability-eval/). As 31 

subjects interacted with 6 user interfaces related to PIU, 31 re-

peated measures were available to be analyzed. Each measure of 

satisfaction, effectiveness and efficiency was repeated 6 times (2 

platforms x 3 devices). This resulted in 6 sub-variables for each 



response variable (one sub-variable for small screen and web; 

another one for small screen and desktop; and four more for stan-

dard screen and web; standard screen and desktop; large screen 

and web; and, large screen and desktop, respectively).  

6.1 Analyzing satisfaction 
First of all, the 24 sub-variables related to system usefulness, in-

formation quality, interface quality and overall satisfaction were 

explored to identify outliers. 24 box plots were employed for this 

purpose, one for each sub-variable. The 25 percentile is consid-

ered the bottom of a box plot. The 75 percentile is its top. The 

length of the box plot is the difference between the top and the 

bottom. According to [7], all values that are more than 1.5 box 

lengths away from the top, as well as all values that are more than 

1.5 box lengths away from the bottom, can be considered outliers. 

Subject R12P1 was an outlier in 2 box plots related to information 

quality, in 3 box plots related to interface quality, and in 3 box 

plots related to overall satisfaction. In all these cases, R12P1 gave 

very high scores. Therefore, this subject was discarded from all 

analysis related to satisfaction. Hence, system usefulness, infor-

mation quality, interface quality, and overall satisfaction were 

analyzed considering the 30 remaining subjects.  

6.1.1 Overall satisfaction 
Since overall satisfaction is an aggregation of the three other satis-

faction measures, we relate the analysis of overall satisfaction to 

the test of H10.  

Table 2 presents the descriptive statistics for overall satisfaction. 

A low value in the mean column implies a good perception of 

overall satisfaction, while a high value implies a bad perception.  

Table 2. Descriptive statistics for overall satisfaction 

Device Platform Mean N Std. Deviation 

Web 3.48 30 1.49 

Desktop 3.22 30 1.35 

Small 

Total 3.35 60 1.42 

Web 3.12 30 1.39 

Desktop 2.99 30 1.12 

Standard 

Total 3.05 60 1.26 

Web 3.18 30 1.19 

Desktop 2.97 30 1.35 

Large 

Total 3.08 60 1.27 

Web 3.26 90 1.36 Total 

Desktop 3.06 90 1.27 

A one-sample Kolmogorov-Smirnov test was performed for each 

of the 6 sub-variables related to overall satisfaction. Since all p-

values were greater than 0.05, all sub-variables resulted in having 

normal distributions. Therefore, a parametric test, ANOVA with 

repeated measures, was used to determine if the factors (device 

and platform) have an effect on overall satisfaction.  

Sphericity is an assumption of ANOVAs with repeated measures 

factors. Sphericity relates to the equality of the variances of the 

differences between levels of the repeated measures factor. 

Sphericity requires the variances for each set of difference scores 

to be equal. The Mauchly sphericity test [12] can be used to verify 

sphericity. When the significance level of the Mauchly test is < 

0.05, then sphericity cannot be assumed. When the sphericity 

condition is not met, multivariate tests such as Pillai, Wilks, Ho-

telling or Roy [4] are appropriate to determine the effect of factors 

on response variables. Furthermore, univariate tests that apply 

corrections such as Greenhouse-Geisser, Huynh-Feldt, or lower-

bound are also appropriate. When the sphericity condition is met, 

a univariate test that assumes sphericity must be used.  

Table 3 presents the Mauchly sphericity test for the ANOVA with 

repeated measures related to overall satisfaction. Since the critical 

level (Sig.) associated to the Mauchly W is < 0.05 for the interac-

tion effect (device x platform), the sphericity assumption is re-

jected.  

Table 3. The Mauchly sphericity test for overall satisfaction 

Epsilon Within 

subjects 

effect 

M-W App. 

Chi-

Square 

df Sig. 

GG HF LB 

Device 0.97 0.98 2.00 0.61 0.97 1.00 0.50 

Platform 1.00 0.00 0.00   1.00 1.00 1.00 

Device x 

Platform 
0.77 7.16 2.00 0.03 0.82 0.86 0.50 

GG=Greenhouse-Geisser; HF=Huynh-Feldt; LB=lower-bound 

In this situation, the multivariate tests presented in Table 4 are 

appropriate to determine the effect of device and platform on 

overall satisfaction. As Table 4 shows, the device, the platform, 

nor their interaction have a significant effect on the perceptions of 

overall satisfaction. However, it can be observed that for all mul-

tivariate tests (Pillai, Wilks, Hotelling and Roy), the significance 

level of the device is 0.08. Even though this does not mark a sig-

nificant difference, we could consider that perceptions of overall 

satisfaction tend to be different for different devices.  

Table 4. Multivariate tests for overall satisfaction 

Effect Value F Hyp. df Error df Sig. 

Pillai 0.17 2.78 2.00 28.00 0.08 

Wilks 0.83 2.78 2.00 28.00 0.08 

Hotelling 0.20 2.78 2.00 28.00 0.08 

Device 

Roy 0.20 2.78 2.00 28.00 0.08 

Pillai 0.08 2.59 1.00 29.00 0.12 

Wilks 0.92 2.59 1.00 29.00 0.12 

Hotelling 0.09 2.59 1.00 29.00 0.12 

Platform 

Roy 0.09 2.59 1.00 29.00 0.12 

Pillai 0.02 0.23 2.00 28.00 0.79 

Wilks 0.98 0.23 2.00 28.00 0.79 

Hotelling 0.02 0.23 2.00 28.00 0.79 

Device x Platform 

Roy 0.02 0.23 2.00 28.00 0.79 

Table 5. Univariate tests for overall satisfaction 

Source Type III Sum 

of Squares 

df Mean 

Square 

F Sig. 

SA 3.31 2.00 1.65 2.62 0.08 

GG 3.31 1.93 1.71 2.62 0.08 

HF 3.31 2.00 1.65 2.62 0.08 

Device 

LB 3.31 1.00 3.31 2.62 0.12 

SA 36.59 58.00 0.63     

GG 36.59 56.06 0.65     

HF 36.59 58.00 0.63     

Error (Device) 

LB 36.59 29.00 1.26     

SA 1.81 1.00 1.81 2.59 0.12 

GG 1.81 1.00 1.81 2.59 0.12 

HF 1.81 1.00 1.81 2.59 0.12 

Platform 

LB 1.81 1.00 1.81 2.59 0.12 

SA 20.28 29.00 0.70     

GG 20.28 29.00 0.70     

HF 20.28 29.00 0.70     

Error (Plat-

form) 

LB 20.28 29.00 0.70     

SA 0.12 2.00 0.06 0.13 0.87 

GG 0.12 1.63 0.07 0.13 0.83 

HF 0.12 1.72 0.07 0.13 0.84 

Device x Plat-

form 

LB 0.12 1.00 0.12 0.13 0.72 

SA 26.14 58.00 0.45     

GG 26.14 47.32 0.55     

HF 26.14 49.75 0.53     

Error (Device x 

Platform) 

LB 26.14 29.00 0.90     

SA=sphericity assumed; GG=Greenhouse-Geisser; 

HF=Huynh-Feldt; LB=lower-bound 



Since the sphericity assumption was rejected, univariate tests that 

apply corrections are also appropriate to be used to check whether 

or not factors affect overall satisfaction. These univariate tests 

with corrections are presented in rows GG (Greenhouse-Geisser 

correction), HF (Huynh-Feldt correction), and LB (lower-bound 

correction) of Table 5. GG and HF tests also suggest that different 

devices tend to affect overall satisfaction, with a significance of 

0.08.  

Since we identified a small tendency to have a difference in the 

perceptions of overall satisfaction in the different devices, and 

there were three devices involved in the analysis, we were inter-

ested in determining where those differences appear. Therefore, 

the option named Estimated Marginal Means in the SPSS proce-

dure for ANOVA with repeated measures was employed to com-

pare the main effects of the different devices, using Bonferroni as 

the confidence interval adjustment. As Table 6 indicates, there are 

no significant differences between the three pairs of devices. 

However, since the significance level in the comparisons between 

small and standard screen is 0.09, we could consider that percep-

tions of overall satisfaction tend to be different when using small 

or standard screens.  

Table 6. Paired comparisons between devices 

Confidence interval 

90% for the differ-

ence 

(I) 

Device 

(J)  

Device 

Difference 

between 

means (I-J) 

Std. 

Error 

Sig. 

LB UB 

Standard 0.30 0.13 0.09 0.01 0.59 Small 

Large 0.27 0.16 0.26 -0.07 0.62 

Small -0.30 0.13 0.09 -0.59 -0.01 Stan-

dard Large -0.03 0.15 1.00 -0.35 0.30 

Small -0.27 0.16 0.26 -0.62 0.07 Large 

Standard 0.03 0.15 1.00 -0.30 0.35 

Adjustment for multiple comparisons: Bonferroni 

LB=lower-bound; UB=upper-bound 

According to the analysis that was carried out for overall satisfac-

tion, H10 cannot be rejected. In other words, when using interfaces 

automatically generated from PIUs, the overall satisfaction was 

not significantly different in the diverse devices and platforms. 

However, we were able to identify a possible tendency in which 

overall satisfaction is perceived differently in small and standard 

screens. As Table 2 shows, the mean for overall satisfaction was 

3.35 with the small screen, and 3.05 with the standard screen. 

Both means are very near the value 3 of the 7-point Likert scale. 

The value 3 means that subjects weakly agree with a good percep-

tion of overall satisfaction. Therefore, according to the results, we 

could say that subjects tend to perceive very slight differences in 

overall satisfaction when working with small and standard size 

screens and that these perceptions tend to be better with the stan-

dard screen.  

6.1.2 System usefulness, information quality, and 

interface quality 
Since overall satisfaction is an aggregation of the perceptions of 

system usefulness, information quality, and interface quality, these 

measures were also analyzed. Table 7, Table 8, and Table 9 pre-

sent their descriptive statistics, respectively. A low value in the 

mean column implies a good perception, while a high value im-

plies a bad perception.  

In the three cases, one-sample Kolmogorov-Smirnov tests were 

performed for each involved sub-variables. All of them resulted in 

having normal distributions, so ANOVA with repeated measures 

tests were carried out to determine if device and platform have a 

significant effect on the three perceptions. In none of the three 

cases did we find significant differences. However, as for overall 

satisfaction, we were able to identify a possible tendency in which 

system usefulness is perceived differently in small and standard 

screens (with a significance of 0.06). As Table 7 shows, the mean 

for system usefulness was 3.18 with the small screen, and 2.81 

with the standard screen. Again in this case, the difference was 

not large, but we could say that subjects tend to perceive slight 

differences in system usefulness when working with small and 

standard screens and that these perceptions tend to be better with 

the standard screen.  

Table 7. Descriptive statistics for system usefulness 

Device Platform Mean N Std. Deviation 

Web 3.30 30 1.50 

Desktop 3.06 30 1.36 

Small 

Total 3.18 60 1.43 

Web 2.90 30 1.53 

Desktop 2.71 30 1.18 

Standard 

Total 2.81 60 1.36 

Web 2.94 30 1.16 

Desktop 2.81 30 1.41 

Large 

Total 2.87 60 1.28 

Web 3.05 90 1.40 Total 

Desktop 2.86 90 1.31 

Table 8. Descriptive statistics for information quality 

Device Platform Mean N Std. Deviation 

Web 3.58 30 1.53 

Desktop 3.32 30 1.43 

Small 

Total 3.45 60 1.47 

Web 3.33 30 1.40 

Desktop 3.29 30 1.23 

Standard 

Total 3.31 60 1.31 

Web 3.38 30 1.35 

Desktop 3.05 30 1.33 

Large 

Total 3.22 60 1.34 

Web 3.43 90 1.41 Total 

Desktop 3.22 90 1.32 

Table 9. Descriptive statistics for interface quality 

Device Platform Mean N Std. Deviation 

Web 3,74 30 1,74 

Desktop 3,33 30 1,44 

Small 

Total 3,54 60 1,60 

Web 3,31 30 1,46 

Desktop 3,20 30 1,24 

Standard 

Total 3,25 60 1,35 

Web 3,31 30 1,51 

Desktop 3,22 30 1,62 

Large 

Total 3,27 60 1,55 

Web 3,45 90 1,57 Total 

Desktop 3,25 90 1,43 

6.2 Analyzing effectiveness 
Since effectiveness was measured by task completion percentage, 

the analysis of this response variable is related to the test of H20.  

The 6 sub-variables related to task completion percentage were 

explored to identify outliers. Six box plots were employed for this 

purpose, one for each sub-variable. Several subjects, 12, were 

identified as outliers. All these 12 subjects reported task comple-

tion percentages that were more than 1.5 box lengths away from 

the bottom of box plots (i.e. they reported very low task comple-

tion percentages). First, we analyzed task completion percentages 

discarding the 12 outliers, so 19 subjects were considered. Later, 

in order to compare results, we also analyzed task completion 

percentages without discarding outliers, so the 31 subjects were 



considered. Table 10 presents the descriptive statistics for task 

completion percentage having discarded outliers.  

Table 10. Descriptive statistics for task completion percentage  

Device Platform Mean N Std. Deviation 

Web 87.72 19 22.80 

Desktop 92.98 19 13.96 

Small 

Total 90.35 38 18.84 

Web 87.72 19 19.91 

Desktop 85.96 19 23.08 

Standard 

Total 86.84 38 21.28 

Web 100.00 19 0.00 

Desktop 87.72 19 19.91 

Large 

Total 93.86 38 15.22 

Web 91.81 57 18.13 Total 

Desktop 88.89 57 19.25 

One-sample Kolmogorov-Smirnov tests were performed for each 

of the sub-variables related to task completion percentage. Since 

all p-values were lower than 0.05, none of the sub-variables re-

sulted in having a normal distribution. Therefore, the Friedman 

non-parametric test was used to determine if the factors (device 

and platform) have an effect on task completion percentage. The 

Friedman test results were the following: Chi-square = 8.11; df = 

5; and Asymp. Sig. = 0.15. Therefore, device and platform do not 

have a significant effect on task completion percentage.  

As previously mentioned, we performed a similar analysis without 

discarding outliers in order to compare results. As in the previous 

case, sub-variables were not normally distributed, and a Friedman 

test was performed to verify the effects of device and platform. No 

significant differences were identified.  

According to the analysis that was carried out for task completion 

percentage, which is the measure used in this experiment for ef-

fectiveness, H20 cannot be rejected. In other words, when using 

interfaces automatically generated from PIUs, the task completion 

percentage, and hence, the effectiveness, were not significantly 

different in diverse devices and platforms. As Table 10 shows, in 

general, means of task completion percentage were high for all 

devices, platforms and combinations of them.  

6.3 Analyzing efficiency 
The analysis of efficiency is related to the test of H30.  

The 6 sub-variables related to efficiency were explored to identify 

outliers. Six box plots were employed for this purpose, one for 

each sub-variable. Several subjects, 5, were identified as outliers. 

All these 5 subjects reported efficiency values that were more than 

1.5 box lengths away from the top of box plots (i.e., they reported 

very high efficiency values). First, we analyzed efficiency discard-

ing the 5 outliers, so 26 subjects were considered. Later, in order 

to compare results, we also analyzed efficiency without discarding 

outliers, so the 31 subjects were considered. Table 11 presents the 

descriptive statistics for efficiency having discarded outliers.  

A one-sample Kolmogorov-Smirnov test was performed for each 

of the sub-variables related to efficiency. Since all p-values were 

greater than 0.05, all sub-variables resulted in having normal dis-

tributions. Therefore, a parametric test, ANOVA with repeated 

measures, was used to determine if the factors (device and plat-

form) have an effect on efficiency.  

Table 12 presents the Mauchly sphericity test for the ANOVA 

with repeated measures related to efficiency. Since the critical 

level (Sig.) associated to the Mauchly W is > 0.05 in all cases, the 

sphericity assumption cannot be rejected.  

Table 11. Descriptive statistics for efficiency 

Device Platform Mean N Std. Deviation 

Web 0.40 26 0.24 

Desktop 0.60 26 0.23 

Small 

Total 0.50 52 0.26 

Web 0.58 26 0.29 

Desktop 0.67 26 0.35 

Standard 

Total 0.62 52 0.32 

Web 0.70 26 0.28 

Desktop 0.72 26 0.30 

Large 

Total 0.71 52 0.29 

Web 0.56 78 0.30 Total 

Desktop 0.66 78 0.30 

Table 12. The Mauchly sphericity test for efficiency 

Epsilon Within subjects 

effect 

M-W App. Chi-

Square 

df Sig. 

GG HF LB 

Device 0.98 0.56 2.00 0.76 0.98 1.00 0.50 

Platform 1.00 0.00 0.00   1.00 1.00 1.00 

Device x Plat-

form 
0.95 1.17 2.00 0.56 0.95 1.00 0.50 

GG=Greenhouse-Geisser; HF=Huynh-Feldt; LB=lower-bound 

Since the sphericity condition is met, a univariate test that as-

sumes sphericity must be used. The univariate tests presented in 

rows SA (sphericity assumed) of Table 13 are appropriate, and 

they indicate that device and platform have a significant effect on 

the means of efficiency. However, the interaction of device and 

platform does not have a significant effect. 

Table 13. Univariate tests for efficiency 

Source Type III Sum 

of Squares 

df Mean 

Square 

F Sig. 

SA 1.15 2.00 0.58 6.42 0.00 

GG 1.15 1.95 0.59 6.42 0.00 

HF 1.15 2.00 0.58 6.42 0.00 

Device 

LB 1.15 1.00 1.15 6.42 0.02 

SA 4.48 50.00 0.09     

GG 4.48 48.87 0.09     

HF 4.48 50.00 0.09     

Error (Device) 

LB 4.48 25.00 0.18     

SA 0.42 1.00 0.42 8.27 0.01 

GG 0.42 1.00 0.42 8.27 0.01 

HF 0.42 1.00 0.42 8.27 0.01 

Platform 

LB 0.42 1.00 0.42 8.27 0.01 

SA 1.28 25.00 0.05     

GG 1.28 25.00 0.05     

HF 1.28 25.00 0.05     

Error (Plat-

form) 

LB 1.28 25.00 0.05     

SA 0.24 2.00 0.12 1.71 0.19 

GG 0.24 1.91 0.12 1.71 0.19 

HF 0.24 2.00 0.12 1.71 0.19 

Device x Plat-

form 

LB 0.24 1.00 0.24 1.71 0.20 

SA 3.46 50.00 0.07     

GG 3.46 47.72 0.07     

HF 3.46 50.00 0.07     

Error (Device x 

Platform) 

LB 3.46 25.00 0.14     

SA=sphericity assumed; GG=Greenhouse-Geisser;  

HF=Huynh-Feldt; LB=lower-bound 

Since we identified a significant difference regarding device, and 

there were three devices involved in the analysis, we were inter-

ested in determining where those differences appear. Therefore, 

the option named Estimated Marginal Means in the SPSS proce-

dure for ANOVA with repeated measures was employed to com-

pare the main effects of the different devices, using Bonferroni as 

the confidence interval adjustment. As Table 14 shows, there is a 

significant difference between the means of efficiency when using 

a small screen and a large size screen. There is no significant dif-

ference between a small and a standard screen, nor between a 

standard size and a large screen. Furthermore, since only two 



platforms are involved in the analysis, it was not necessary to 

perform more comparisons in this case.  

Table 14. Paired comparisons for device 

Confidence interval 

90% for the differ-

ence 

(I) 

Device 

(J)  

Device 

Difference 

between 

means (I-J) 

Std. 

Error 

Sig. 

LB UB 

Standard -0.12 0.06 0.14 -0.27 0.03 Small 

Large -0.21 0.06 0.00 -0.35 -0.07 

Small 0.12 0.06 0.14 -0.03 0.27 Stan-

dard Large -0.09 0.06 0.51 -0.25 0.07 

Small 0.21 0.06 0.00 0.07 0.35 Large 

Standard 0.09 0.06 0.51 -0.07 0.25 

Adjustment for multiple comparisons: Bonferroni 

LB=lower-bound; UB=upper-bound 

According to the analysis that was carried out for efficiency, H30 

can be rejected. This is because, when using interfaces automati-

cally derived from PIUs, the efficiency was significantly different 

for the small and large screens as well as for the web and desktop 

platforms. As Table 11 shows, the mean for efficiency was 0.50 

with the small screen, and 0.71 with the large screen. Therefore, 

efficiency was significantly better with the large screen. Further-

more, the mean for efficiency was 0.56 with the web platform, and 

0.66 with the desktop platform. Therefore, efficiency was signifi-

cantly better with the desktop platform.  

As previously mentioned, we performed a similar analysis without 

discarding outliers in order to compare results. In this case, sub-

variables were not normally distributed, so the non-parametric 

Friedman test was used to verify the effects of device and plat-

form. The test results were significant. Then, taking into account 

that in this case data were not normally distributed, the non-

parametric Wilcoxon signed-rank tests were applied to the 15 

possible combinations that result from the 6 sub-variables related 

to efficiency in order to identify where differences occur. In all 

these cases, a Bonferroni correction to control the error rate was 

used, so the considered alpha level was 0.003 (0.05/6). Under 

these conditions, it was discovered that using the standard size 

screen or the large one with the web or desktop platforms was 

significantly better than using the small screen with the web plat-

form. In a similar way, using the standard size screen or the large 

one with the web or desktop platforms was better than using the 

small screen with the desktop platform. However, in this case, the 

differences were not significant. These results confirm that the 

small screen obtains the lowest results regarding efficiency, and 

that H30 can be rejected.  

6.4 Discussion about results 
Our main results regarding user interfaces generated from PIUs 

are the following: overall satisfaction and system usefulness tend 

to be better for standard size screens than for small ones; effi-

ciency is better for large screens than for small ones and for the 

desktop platform rather than for the web one; and information 

quality, interface quality, and effectiveness were not affected by 

the use of different sized devices or platforms.  

Currently the OO-Method Presentation Model allows a user inter-

face to be specified in a way that is independent from platforms 

and devices (the approach does not include explicit platform or 

device models) and the transformation logic is internally defined 

in the OLIVANOVA tool, which generates the user interface code. 

Therefore, we consider that the tendency to have better results for 

standard or large screens and for the desktop platform is related to 

the fact that the OO-Method/OLIVANOVA approach is mainly used 

to develop organizational information systems [20]. Conse-

quently, its internal transformation logic is more suitable for desk-

top platforms and standard size screens, which are the options 

most commonly used in organizational environments.  

We also consider that the device with the small screen obtained 

the worst results regarding overall satisfaction, perception of sys-

tem usefulness, and efficiency because the kinds of user interfaces 

that people are used to using in small devices are different from 

the types of user interfaces generated with OLIVANOVA. Normally, 

user interfaces used in small devices are developed manually, 

specifically for that type of platform, using particular types of 

layouts, widgets, and icons. Therefore, the OO-

Method/OLIVANOVA approach should incorporate enhancements 

in order to generate multi-device/platform user interfaces from 

models.  

It surprised us somewhat that the results for the perception of 

interface quality were similar in the different devices and plat-

forms. We expected to see a difference at least with regard to the 

small device. Perhaps the novel experience of interacting with 

user interfaces generated with OLIVANOVA in small devices influ-

enced people to have a similar perception than when using the 

other devices. We were not surprised that the perception of infor-

mation quality was not affected by the different devices and plat-

forms since the information that was presented in all the user in-

terfaces was the same. Furthermore, since effectiveness was not 

affected by the different devices or platforms, it stands to reason 

that the ability of a person to complete a task might be independ-

ent of devices and platforms.  

7. CONCLUSION AND FUTURE WORK 
This paper has presented an exploratory usability evaluation of 

multi-device/platform graphical user interfaces generated by 

MDE. Usability has been measured in terms of satisfaction, effec-

tiveness, and efficiency. Our evaluation included user interfaces 

generated using the OLIVANOVA tool from interaction units of the 

OO-Method Presentation Model. The user interfaces were gener-

ated for web and desktop platforms and were evaluated using 

small, standard, and large size screens. Furthermore, user inter-

faces were evaluated by computer science postgraduate students 

and professors. Efficiency was affected by different devices and 

also by different platforms. Overall satisfaction and the perception 

of system usefulness tend to be affected by different devices. The 

perceptions of information quality and interface quality as well as 

the effectiveness were not affected by devices or platforms. In 

general, the standard size screen and the desktop platform ob-

tained better results. These results suggest that the OO-

Method/OLIVANOVA technology should take into consideration 

the incorporation of enhancements in its multi-device/platform 

user interface generation process in order to improve the usability 

of the user interfaces for the various platforms and devices, espe-

cially for small screens and web platforms.  

As future related works, we are planning to analyze whether or 

not the learning effects that resulted from repeated evaluations has 

affected the results of our experiment. We should also perform 

more analyses in order to determine whether the obtained results 

can be totally attached to the MDE development process or if they 

are partially or totally caused by the devices themselves or by the 

experience of the users with those devices. It could also be inter-

esting to repeat this experiment with a wider variety of subjects 



and with different MDE approaches for the development of user 

interfaces in order to see if the results are the same. Finally, we 

are also interested in performing a qualitative analysis from the 

answers to open questions of this experiment. For this purpose, 

we plan to use the Grounded Theory Method [8]. We think this 

qualitative analysis will be useful to better understand the causes 

of the results that we obtained in this experiment. Then we will be 

able to propose specific improvements in the user interface gen-

eration process of OO-Method/OLIVANOVA.  
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